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APPENDIX A

VISUAL SYSTEM SPECIFICATION 

FOR 

United States Marine Corps Combat Vehicle Training System (CVTS) Driving Simulator for the Light Armored Vehicle (LAV) and for the driver and weapons station upgrade for the Assault Amphibious Vehicle Turret Trainer (AAV-TT)

1 SCOPE

This appendix establishes the majority of the visual requirements for the image generation, display systems, databases and moving models for the CVTS.  This appendix is a mandatory part of the specification.  The information contained herein is intended for compliance.  Throughout this appendix the term “CVTS” shall be understood to mean the United States Marine Corps Combat Vehicle Training System (CVTS) Driving Simulator for the Light Armored Vehicle (LAV) and for the driver and weapons station upgrade for the Assault Amphibious Vehicle Turret Trainer (AAV-TT).
2 APPLICABLE DOCUMENTS

3 REQUIREMENTS

3.1  Item Definition

The image generation and display systems shall consist of the computer image generation equipment, display devices and associated software required to simulate the CVTS visual scene environment.  Software items shall include but are not limited to IG runtime, databases, moving models, operating system, BIOS settings, firmware, configuration files and information assurance settings.  The visual scene environment shall be seen through the vision blocks, sights, sensors and out-the-hatch of the CVTS modules and on the visual displays associated with selected CVTS consoles.  

The following CVTS modules and consoles are covered by this appendix:

a. Modules:

Light Armored Vehicle (LAV) Driver Trainer

Driver and Weapons Station Upgrade for the Assault Amphibious Vehicle Turret Trainer (AAV-TT)

Throughout this appendix the term “host” shall be understood to mean the primary computer processor associated with each module or console.

3.1.1  Interface Definition

3.1.1.1 Mechanical Interface

The mechanical interface shall include all mechanical structures for housing the various components for the visual systems and structures to position and support the components.

3.1.1.2 Electronic Interface.

The electronic interface shall provide all of the data, power and control interfaces required to achieve the complete performance and functionality specified for CVTS.  A compatible data transfer and control interface interconnecting each module or console image generation system and local host computer system shall be provided. The interface shall provide necessary control signal generation, timing, logic level shifting, signal buffering, etc. as required for proper image generator system operation.   The interface between the image generation system and the local host computer shall utilize a common, standard interconnect and shall observe standard communication protocols.

3.1.1.3 Software Interface

The software interface shall include the software necessary to properly integrate each module’s and console’s host and image generation systems in order to provide the complete performance specified for CVTS. 

3.1.2 Major Component List

The major visual system components for each module/console shall be as specified below.

3.1.2.1 Image Generator Subsystem

The image generation subsystem shall provide image signals for the simulation of all of the display types listed in 3.1.2.2 as applicable to each individual module and console.  The image generation subsystem shall provide, as a minimum, the following functions:

a. Host Processor Interface.

b. Local database storage including terrain, features and models.

c. Real time scene content management.

d. Image processing.

e. Display processing.

f. Information Assurance (IA).

3.1.2.2 Image Display Subsystems

The image display subsystems shall convert the signals from the image generator into visual images which depict the appearance of the physical environment.  The image display subsystem shall include the following display types as applicable to each individual module or console:

a. Vision blocks.

b. Weapon sights and periscopes (with and/or without magnification).

c. Thermal imagery systems.

d. Light intensification devices.

e. AAR visual displays (with and/or without magnifications).

f. Direct view (1X) images on out-the-hatch displays.

g. Binoculars.

3.1.2.3 Image Databases

CVTS visual systems shall utilize government furnished information (GFI).  A stored digital representation of the training environment imagery shall be provided.  The database shall be provided in both editable source and executable forms native to the image generator and database development system.  All intermediate formats necessary to regenerate the database shall be provided.  

3.1.2.4  Operating and Maintenance Software and Hardware

All software and hardware needed to operate and maintain the system shall be provided.  In addition, all required specialized software shall be provided to facilitate rapid maintenance and alignment of the display system when applicable.

3.2 Characteristics

3.2.1 Performance

The Image Generation and Display System for each module and console shall provide real-time visual and sensor displays of the training environment for all simulated viewpoint positions and attitudes.   The computer image generator imagery shall change with and be dictated by real-time movement through the environment, engagement actions taken, and the actions of all modules and consoles in the battle scenario.  The system shall provide all the visual information needed by the vehicle crew to assess vehicle position, attitude, and motion in the environment.  Sufficient detail shall be available to provide these cues and to provide realistic depth perception over flat terrain, and water surfaces.  Unless otherwise specified, all processing required by this specification shall be at the image generator update rate.  There shall be no limitations or constraints on the performance specified and all the specified performance shall be available simultaneously, except as defined herein.  

3.2.1.1 General Training Scene Requirements

Training scene features must be displayed with sufficient fidelity to allow the users to recognize them by shape, size, relationship to other objects, and texture.

3.2.1.1.1 Range of Vision

The range of vision shall be the same as in the corresponding real world situation except where limited by the system resolution and the specified visible range (active radius).  The range of vision shall be no less than 5,000 meters for surrounding terrain and objects on the terrain and 20,000 meters for prominent navigational and tactically significant landmarks.

3.2.1.1.2  Database Paging

The visual scene shall allow for real time paging of model selects, fast model paging and fast paging of new areas.  The visual scene shall accommodate translation rate at least 100 Nm per hour.  The system shall allow for instantaneous movement (teleporting) throughout the database.  For eyepoint movement less than the clipping range, 20 km, the visual system update time shall not exceed 2 seconds.  For eyepoint movement greater than the clipping range, 20 km, the system update time shall not exceed 15 seconds.  Database paging during real time operation shall not present any anomalies to the viewer.

3.2.1.1.3  Vehicle Simulation

The displayed images shall depict the speed, path and attitude of the simulated vehicle using vehicle dynamics calculations from the host.  The movement of units shall be correctly influenced by the terrain slope, surface material (soil type), and water depth, so that the same limitations on motion exist as in the real world.  The dynamics of the moving parts on vehicles, e.g., turret, tube and cupola, as appropriate, shall be depicted.  The displayed images shall depict operation of weapons system stabilization and tracking systems.  The simulated vehicles shall be capable of being placed anywhere in the gaming environment at initialization.   

3.2.1.1.4 Ground Mounted Combat

The CVTS visual system shall generate, in real-time, displayed images of the simulated battlefield which depict the movement and engagement of all stationary and moving vehicles (friendly and enemy), including dismounted infantry, whether in the open or partially concealed.  The CVTS visual system shall also provide visual scenes for ground unit engagement of air targets.

3.2.1.1.5 Dismounted Infantry

The CVTS visual system shall portray the movement and maneuver of dismounted infantry units.  The appearance of the Marine shall be a function of the type of cover present and the stance.  Capability for the infantry to dismount and remount shall be provided.  Engagement (utilizing appropriate infantry weapons) with hostile vehicles and fire fights with hostile dismounted infantry shall be provided.  

3.2.1.1.6 Ground-to-Air-Combat

The CVTS visual system shall provide visual scenes for ground unit engagement of air targets.  Weapons employment by and against aircraft shall be depicted.  

3.2.1.2 Special Real-time Processing

The CVTS visual system shall have the capability to provide high-fidelity simulation of atmospheric and meteorological effects, illumination conditions, special light characteristics and tactical smoke.  The specified effects and conditions shall be realistically reflected in the simulation of all imagery.

3.2.1.2.1  Atmospheric and Meteorological Effects

Simulation of the sky, horizon, and variable atmospheric and meteorological effects of haze, rain, snow, fog and clouds shall be provided.   

3.2.1.2.2 Illumination

The illumination of the visual scene by both natural and artificial sources shall be simulated.  

3.2.1.2.2.1 Time of Day

Automatic, gradual illumination changes to simulate continuous time of day shall be provided. 

3.2.1.2.2.2  Artificial Illumination

3.2.1.2.2.2.1 Flare Illumination

Falling flares shall be simulated as an overhead illumination source at the appropriate location and altitude. 

3.2.1.2.2.2.2 Light Points

A variable intensity light points capability shall be provided.

3.2.1.2.2.2.3 Light Point Intensity Control

Each light point group intensity level shall be individually programmable by the host.

3.2.1.2.3 Tactical Smoke

The use of tactical smoke for screening, silhouetting, and blinding shall be simulated.

3.2.1.2.4 Visual Simulation of Motion

Visual simulation of own-vehicle and visual scene element motion shall be as follows:

3.2.1.2.4.1 Own-Vehicle Dynamics

Visual simulation shall provide own-vehicle motion equal to the complete range of motion capability of the design basis vehicle along and about all axes without any degradation in scene content or scene quality unless otherwise specified. The motion effects shall be applied to the visual simulation associated with each own-vehicle eyepoint.  

3.2.1.2.4.2   Moving, Repositionable, and Switchable Models

The image generator shall be capable of displaying a combination of dynamic and static vehicles as modeled in the CVTS terrain databases which represent a full complement of vehicles and other objects to simulate any potential scenario required as part of the CVTS trainer system.   Dynamic models shall have unrestricted movement in six-degrees of freedom.  Dynamic models representing vehicles with moving parts shall have articulated components, which move in the visual scene.  The image generator shall provide at a minimum the following number of dynamic and static objects:

	
	Total Number Active
	Displayed per Module/Console

	Vehicles
	150
	100

	Special Effects/Animations
	35
	20

	Tactical Smoke
	15
	7


A scene management process shall be provided to allow real-time reallocation of processing resources to accommodate other combinations of entities.  Ground vehicles shall follow the contour of the terrain, as commanded by the local host.  Air vehicles shall follow flight paths computed by the related vehicle consoles.  All models shall meet the training requirements of each trainer as outlined in the SOW.  Models shall include all physical and sensor details and markings required to meet the training objectives of the given system.

3.2.1.2.4.3  Animation and Special Effects

3.2.1.2.4.3.1 Propeller/Rotor Simulation

All aircraft with propellers (rotors) shall be simulated and displayed in the scene.

3.2.1.2.4.3.2 Visible Weapons Effects

All visible effects of weapons originating from friendly and hostile military units on targets, terrain and features, within the visual simulation range shall be visually depicted. These weapon effects shall include but not limited to muzzle flash, rocket plume, smoke, temporary vision obscuration, tracers, projectile flight (for guided, self propelled weapons), weapon impact, and detonation.  Both transient and permanent weapons impact effects shall be depicted.  Transient weapons effects shall depict bursts on terrain or target vehicle hits.  Permanent weapon impact effects shall result in the depiction of weapon damage to moving models, buildings and bridges.  

3.2.1.2.4.3.2.1  Air-to-Ground Weapon Effects

Air-to-ground weapons employment by aircraft shall be depicted.  Air-to-ground weapons flight (for guided, self propelled weapons), and weapons bursts on or near the target shall be depicted.  Air-to-ground weapons effects consistent with the type of weapon and its point of impact or detonation shall be provided.

3.2.1.2.4.3.2.2 Weapons Fire and Weapons Impact Effect

There shall be weapons fire effects (i.e., muzzle flash, tracer, missile launch, laser designation of target, etc.) and weapons impact effect visually depicted for all weapons (enemy and friendly) in the CVTS system. 

3.2.1.2.4.3.2.2.1  Tracer Simulation

The CVTS visual system shall display simulated weapon system tracers consistent with the weapon being fired and shall realistically represent the rate of fire.  For tracers originating from weapons attached to a given simulator module, the proper tracer trajectory and occultation shall be visually displayed for the crew stations of that module (i.e. own-vehicle tracers).  

3.2.1.2.4.3.3  Dust Trail
The CVTS visual system shall display simulated dust trails on ground vehicles as modeled in the CVTS terrain databases.  Activation of the dust trails shall not adversely affect other CVTS requirements such as visibility ranges, number of moving models, etc. 

3.2.1.2.4.4  Simulated Position

The image generator shall generate an image that is positioned within the following computational tolerances.  These tolerances are with respect to the position inputs from the local host that are supplied to the visual system for own vehicle, models and special effects.

a. Simulated angular position for all axes:  +/- 0.04 degree.

b. Simulated altitude:  +/- 1.0 cm.

c. Simulated North-South and East-West position:  +/- 2.0 cm.

d. Moving object simulated angular position for all axes:  +/- 0.05 degree.

e. Moving object simulated altitude:  +/- 1.0 cm.

f. Moving object simulated North-South and East-West position:  +/-2.0 cm.

g. Surface elevation:  +/- 1.0 cm.

3.2.1.2.4.5  Laser Range Finder

The system shall simulate the laser range finder when laser ranging is required.  Range finder information shall be provided in the same manner as in the operational equipment for targets that are within the line of sight of the reticle center.  When the laser range finder mode is activated, proper fire control symbology shall be generated in the appropriate sights.  The system shall compute and return the laser range with no effect on system throughput.

3.2.1.2.4.6  Gaming Area

The visual system shall accommodate large area terrain databases of at least 100 km by 100 km.

3.2.1.3 Image Quality, General

The following artifacts shall be controlled to the extent specified below.  Exceptions shall require explicit approval of the government.

a. Image ringing – none.

b. Convergence errors – imperceptible.

c. Mach banding – non-distracting.

d. Moiré patterns – non-distracting.

e. Scintillation of texture – imperceptible.

f. Scintillation of small features – imperceptible.

g. Flashing of polygons or texture or other anomalies such as that caused by depth buffer accuracy – imperceptible. 

h. Inter-raster edge flicker – imperceptible.

i. Image swimming – non-distracting.

j. Quantization of scene elements (stair-stepping and line crawling of edges and breakup of long narrow surfaces) – imperceptible.

k. Multiple ghost images – non-distracting beyond 30 Hz double-imaging.

l. Frame-rate reduction – non-distracting.

m. Delay to visually represent temporal special effects – imperceptible except as specified.

n. Dynamic resolution/sharpness degradation with image motion – imperceptible.

o. Field tracking – imperceptible.

p. Raster line pairing – imperceptible.

q. Aliasing such as that caused by interactions of scene elements with the raster structure – imperceptible. 

r. Flashing and streaking of entire polygons and scan line segments – imperceptible.

s. Abrupt transition of scene elements between adjacent pixels – imperceptible.

t. Flashing and streaking by visual features due to logic errors and other causes – imperceptible.

u. Abrupt changes in illumination, color, or intensity, e.g., flicker, and flashing – imperceptible, except in image intensified views minimized.

v. Level of detail transitions – imperceptible.

w. Feature popping – non-distracting.

x. Disappearing Features – imperceptible.

y. Occulting errors – imperceptible.

z. Unusable vehicle fighting positions (e.g., defilade berms) – none.

3.2.1.3.1 Visual Image Field of View

The true field of view for each design eyepoint and the associated sights, sensors, vision blocks and direct view displays shall be as specified in 3.2.1.6 and associated subparagraphs for each manned module/console.

3.2.1.3.2 Visual Image Sharpness

The visual image sharpness for the direct view shall be 20/20 normal vision eye resolution and sight limiting resolution of the sensor view.

3.2.1.3.3 Luminance

Luminance shall be no less than 3.5 foot Lamberts (ft-L) at the center of each display channel with the only exception being direct view CRT monitors which shall be no less than 20 ft-L. The requirement shall apply to all locations within the viewing volume specified and shall include the effect of all viewing optics, windscreens, etc. 

3.2.1.3.4 Contrast

The minimum contrast ratio for all displayed images shall be 10:1 (only exception: 20:1 for direct view CRT monitors) for each display channel and throughout the viewing volume and FOV.

3.2.1.3.5 Color

The visual imagery shall provide an approximation of the full visible color spectrum as limited by commercial color display monitors.

3.2.1.3.5.1 Color Processing

Luminance and chrominance information processing shall be accomplished with sufficient resolution and accuracy to ensure stable, continuous, color at the display with no discernible abrupt transitions and mach banding except as demanded by the phenomena being simulated. 

3.2.1.3.6 Image Perspective and Geometric Accuracy

The CVTS visual systems shall generate and display true perspective images of the three-dimensional visual scene. The scene perspective shall be correct for all simulated eyepoint positions and viewing angles. Visual features which are obscured from view by other objects and the hidden back sides of objects shall not be visible in the display.   Spurious images and object outlines shall not result from the occultation, backface elimination or any other image generation process.

3.2.1.3.6.1  Total Geometric Accuracy

Total geometric distortion for each display shall minimize the error in apparent location for any point in the scene relative to the true projected position.

3.2.1.3.6.2  Relative Geometric Errors

Geometric errors in scene points relative to nearby scene points shall not exceed six arc minutes at the center of the display(s).  The relative geometric error at the edges of the display(s) shall not exceed ten arc minutes.

3.2.1.3.7 Adjacent Channel Matching

For projectors, there shall be no the image gap (discontinuity) in what should be a continuous visual scene. Variations of sky/horizon/terrain imagery in color, brightness, contrast, and resolution between adjacent displays shall not be noticeable for the full range of simulated conditions.  Special emphasis shall be given to matching brightness and contrast in barely visible portions of the dusk and night scene.  Variation in color, brightness, contrast, resolution, and collimation between adjacent channel displays shall not be noticeable for the full range of simulated conditions. 

For displays with adjacent channels the gap (discontinuity) in what should be a continuous scene shall be no larger than 2 degrees as measured from the design eyepoint. The part of the scene which would fall within the gap in what should be a continuous scene shall be displayed by the surrounding displays.  Adjacent channels shall be designed so as to minimize the appearance of discontinuity.

Where the scene presented is a combination of multiple channels, variations in color, brightness, contrast, resolution, and collimation between adjacent channels shall be minimized for the full range of simulated conditions.  

3.2.1.3.8 Image Stability

The displayed image shall not drift in position more than one pixel per four hours of continuous operation.  Peak to peak short term image deviations such as jitter and oscillation shall not exceed 0.04 percent (only exception: 0.02 percent for direct view CRT monitors) of the display diagonal measurement for the specified operating conditions. There shall not be any discernible relative motion between fixed objects in the visual scene except as demanded by the equations of motion for the operator/trainee viewpoint(s).

3.2.1.3.9 Video Refresh Rate

The video refresh rate shall be 60 htz to prevent any noticeable display artifacts.  A non-interlaced raster is preferred.

3.2.1.3.10 Image Update Rate

The position and attitude data for the viewpoint and all moving models shall be updated and a complete scene shall be computed at a rate of 30 htz. 

3.2.1.3.11 Transport Delay

The visual system transport delay shall be minimized and no greater than 100 milliseconds.  

3.2.1.3.12 Smear

Smear due to image motion shall not degrade resolution in excess of the value specified nor be noticeable in the displayed images.

3.2.1.3.13 Flicker

Flicker due to image refresh rate shall not be noticeable for the image luminance as specified.

3.2.1.3.14 Stepping

Stepping or other discrete image motion shall be minimized to the maximum extent practicable for all displays.  

3.2.1.4 Image Quality (System Capacity)

The visual system shall optimize and maximize the density, distribution, and information content of visual features in the scene(s) for all conditions of image generator operation.

3.2.1.4.1 Continuous Image Density

The visual system shall continuously maximize the density of displayed visual features, optimize the distribution of scene elements, and optimize the selection of scene elements for display, for the training tasks related to each display, and for the exercise conditions.  For all conditions of operation, commensurate with maximizing scene content, maximum instantaneous polygon and object processing capacity specified shall be dedicated to the terrain, features and static models specified herein. Instantaneous polygon and object processing shall be distributed between channels (viewports) (but not between Channel Processors) based on individual channel scene content with individual channel level-of-detail provided. Level-of-detail transition range and the width of transparency band used to fade levels-of detail shall be adjustable to accommodate varying levels of scene content and to minimize operation at reduced update rate. 

3.2.1.4.2 Scene Content Management

Scene content management shall optimize the training value of the system by ensuring a maximum of needed visual cueing information for current operating conditions, and ensuring a minimum of scene discontinuities and other distracting image processing artifacts which could inhibit user psychological acceptance of the scene.  Scene content filtering shall include the effects of visibility, elevation, viewing range, object angular subtense, and object color.  Scene content shall be controlled in real-time to accomplish the following:

a. Ensure that the image processing and storage capacity of the system is efficiently utilized, but not exceeded, for all the conditions, and that the requirements for continuous image density are met for all conditions.

b. Ensure continuity of the scene and prevent noticeable changes in scene elements.

c. Prevent overload conditions.

d. Minimize operation at reduced update rates.

e. Eliminate scene details when they no longer contribute to the training problem.

f. Ensure that visual features are distributed within the field of view according to crew needs for the applicable tasks.

3.2.1.4.2.1  Scene Management Mechanisms

The scene content management mechanisms shall include the following scene control features.

a. Eliminating scene elements from processing when they are hidden from view (behind obstructions).

b. Dynamic removal of scene elements (down to the polygon level) when their projected size precludes their effective use for visual cueing. This may be accomplished in non-real time by 
assigning transition range values, which effectively remove the object when its projected size is too small to contribute to training.

c. Dynamic concentration of scene detail on terrain immediately surrounding own-vehicle and on targets as viewed through a sight.

d. Dynamic modification of scene content control parameters, such as level of detail switching distance.

e. Dynamic control of width of transparency band.

f. Multiple levels-of-detail shall be used in all but the simplest models and sub-models to allow widely varying changes in model complexity.

g. The ability to assign individual channel (viewport) load management.

h. Programmable priority for the above measures and system resources to ensure that the most training critical aspects of scene quality and quantity are the last to be impacted when overload measures are implemented.

3.2.1.4.2.2  Environment Integrity

Scene management shall maintain the integrity of the training environment to ensure that significant features (terrain, culture and moving models) are kept in the scene under all circumstances in which they are essential, e.g., concealment.  Environment integrity must be maintained between visual assets within a module/console (intra-module) and modules/consoles networked together in a common exercise (inter-module).  Environment integrity shall be maintained to facilitate accurate weapon impact determination.  A means to implement effective and realistic concealment simulation shall be provided.  Scene features which serve to conceal a unit shall be visible to all observers.  The simulation shall include effects for varying degrees of concealment to provide for partially concealed vehicles and dismounted infantry.  

3.2.1.4.2.3  Scene Management Dynamics

Scene management shall operate at a rate sufficient to ensure that the requirements for image continuity and continuous image density are maintained for all conditions of motion of the vehicle simulated by the host.  Scene content management shall occur in a gradual, continuous manner, masked from the viewer to the maximum extent practical.  Deletion and insertion of scene elements made by the scene content manager shall be accomplished gradually in a manner, which minimizes the objects “popping” into the scene and causing any distraction. This shall include dynamic control of visibility range, transparency, contrast etc., for both individual scene elements and the entire scene, to mask scene content transitions. Changes in the displayed scene made by the scene content manager shall be accomplished at the single object level and several polygon levels, except changes relative to perspective size which shall occur at the single polygon level.

3.2.1.4.2.4  Overload Prevention

The system shall detect impending overload conditions prior to the occurrence of any scene discontinuity and shall adjust system parameters to maintain scene continuity.  All system resources which can limit scene processing shall be monitored for overload conditions.  Adjustments to scene content shall be selected to optimize relief of the exhausted resource.  Overload conditions shall not result in the system locking up.  The system shall automatically recover to full performance when the overload condition is removed.

3.2.1.5 Display Configurations

The following provides requirements for each general type of display, which is common to more than one module or console.

All vision path obstructions and restrictions encountered on the real vehicle (includes limitations resulting from head motion and parts of own-vehicle which obstruct) shall be duplicated in the modules.  

The Instantaneous Field Of View (IFOV) shall be slewed in a way that maintains the correct position of the associated imagery while preventing artificialities or anomalies (e.g., perceptible jumps, latencies, and imagery quality degradations).  Additionally, the imagery shall remain stable (free from image swim or oscillation and other abnormal movement). 

Turret, cupola, sight, and periscope dynamics shall provide the full range of motion available in the actual vehicle.  Where simulation of a full 360 degrees of horizontal FOV is accomplished by slewing or switching a smaller FOV the simulation shall allow for unlimited rotations clockwise and counterclockwise.

The requirement for total FOV can be simulated by providing an active display area with a FOV that is larger, relative to the design eyepoint, than the instantaneous FOV (accomplished by the use of an aperture or obstruction which restricts the optical path). 

The methods used to satisfy the display configuration requirements shall be carefully selected so as to minimize the negative impact of latencies, perceptible display switching, and control or switch activation not required in the actual vehicle.

3.2.1.5.1 Full Circle Vision Block Configurations

For crew stations which provide a full 360 degrees of horizontal FOV via a set of vision blocks mounted in a circle around the crew members head position (e.g. vehicle commanders), a complete set of simulated vision blocks shall be located around the head position just as in the design basis vehicle.  When the vision blocks are integrated with the out-the-hatch display such that the image seen through the vision block is the image on the out-the-hatch display, then the FOV and resolution requirements of the vision blocks shall be the same as that as the out-the-hatch with the FOV truncated by the mechanical limitations of the vision blocks.

3.2.1.5.2 Out-the-Hatch Displays

For crew stations with an out-the-hatch, all display vision blocks shall be active at all times.

3.2.1.5.3 Driver Displays

For the driver, all display vision blocks shall be active at all times.

3.2.1.5.4 Sights (Primary, Backup, and Extension, (Optical and Thermal))

The sights and periscopes with magnification shall be as follows:

a. For the magnified periscopes and sights, just as in the actual vehicle, the sight extension shall duplicate the image seen by the gunner in the primary sight.

b. The magnified periscopes and sights shall have the capability to change magnification, reticles, pointing direction, image source (optical, thermal, or image intensifier) as in the actual vehicle.  For the magnified periscopes and sights, all range finding devices, laser designators and laser rangefinders shall function as in the actual vehicle.  For the magnified periscopes and sights, switching times and control response shall be comparable to the actual vehicle. For the magnified periscopes and sights, moving reticles shall be fully simulated.

c. For all magnified periscopes and sights, the FOV as viewed through the eyepiece shall be the specified computed FOV, the physical FOV shall be that provided by the eyepiece.

d. The magnified periscopes and sights shall display all reticles for all modes of operation with the correct color, content, size and resolution.

3.2.1.6 Module and AAR specific FOV and Resolution Requirements

The module displays shall provide FOVs (including up and down orientation of the vertical FOV), resolutions, detection ranges, and recognition ranges as required in the subparagraphs which follow.  The location, size and orientation of all the vision blocks, periscopes, sights and sensors shall conform to the module physical and dimensional characteristics and component placement requirements. 

Target detection and recognition ranges are specified in meters and based on the standard 2.5 meter high target. The terms detection and recognition are defined below and are equivalent to their definitions in Johnson’s Criteria

a. Detection - An object is present and requires 1.5 active scan lines across the object.

b. Recognition - The class to which an object or target belongs may be discerned, e.g., a small vehicle (like a jeep), a mid-sized vehicle (like an M1) and a transport aircraft.  Requires 7.5 active scan lines across the object.

FOV (instantaneous and total) is specified as degrees horizontal x degrees vertical.  The FOV requirements refer to the computed FOV.  The physical (measurable at the eyepoint) FOV shall be equal to the computed FOV within +/- 10 percent.  Circular sights specified as having unequal horizontal and vertical fields of view shall be understood to represent a circle with a truncated top and bottom.  For magnified sights, the FOV is stated in terms of the true FOV as opposed to the apparent FOV.

Resolution is the average vertical resolution specified in arc-minutes per optical line pair.  The worst case vertical resolution shall be no greater than 110 percent of the specified average vertical resolution.  For systems which magnify, the resolution is stated in terms of the acceptance/true FOV as opposed to the apparent FOV.  For all static head pointing directions (azimuth only), that part of the FOV which is within plus or minus 15 horizontal degrees of the head pointing direction shall meet the respective out-the-hatch and DI resolution requirements specified in subsequent parts of this section.  

3.2.1.6.1 LAV Driver Trainer Module

The following requirements apply to the Light Armored Vehicle – A2 variant.

a. For the LAV Driver Trainer module, the driver shall be provided with three M17 vision blocks and one AN/VAS-5A(V)5 night viewer.


Driver:

(1) Day (optical) mode:

(a) Instantaneous FOV(each vision block), 1X


31.2x8.0

(b) Total FOV (each vision block), 1X



43x12

(c) Total FOV (combined), 1X





180

(d) Detection range (vision blocks), 1X



2500

(2) Night mode (Image intensification):

(a) Instantaneous FOV, 1X






35.2x18.0

Total FOV, 1X








125X 18

(Total FOV includes mechanical selection of viewing angle)

(b) Detection range, 1X







5000

b. In the LAV Driver Trainer module, the driver’s out-the-hatch shall be supported, when applicable.


Out-the-hatch:

(1) FOV, 1X









250x26.83

Instantaneous FOV, 7X (binoculars)



7.5 (circular)

Instantaneous FOV, (NVG) 





40 (circular)

(2) Detection range, 1X







3600

Detection range, 7X







13000

Detection range, (NVG)






2400

3.2.1.6.2 AAV-TT Driver & Weapons Station Upgrade Module

The following requirements apply to the Amphibious Assault Vehicle.

a. For the AAV-TT Driver & Weapons Station Upgrade module, the driver shall be provided with seven vision blocks and one AN/VVS-2(V)1A night viewer.


Driver:

(1) Day (optical) mode:

(a) Instantaneous FOV(each vision block), 1X


31.2x8.0

(b) Total FOV (each vision block), 1X



43x12

(c) Detection range (vision blocks), 1X



2500

(2) Night mode (Image intensification):

(a) Instantaneous FOV, 1X






35.2x18.0

Total FOV, 1X








125X 18

(Total FOV includes mechanical selection of viewing angle)

(b) Detection range, 1X







5000

b. In the AAV-TT Driver & Weapons Station Upgrade module, the driver’s out-the-hatch shall be supported, when applicable.


Out-the-hatch:

(1) FOV, 1X









250x26.83

Instantaneous FOV, 7X (binoculars)



7.5 (circular)

Instantaneous FOV, (NVG) 





40 (circular)

(2) Detection range, 1X







3600

Detection range, 7X







13000

Detection range, (NVG)






2400

c. For the AAV-TT Driver & Weapons Station Upgrade module, the gunner shall be provided with seven vision blocks, M36E3 (Projected Reticle) sight, one daylight sight, and one thermal sighting system.


Gunner:

(1) Day (optical) mode:

(a) Instantaneous FOV(each vision block), 1X


31.2x8.0

(b) Total FOV (each vision block), 1X



43x12

(c) Detection range (vision blocks), 1X



2500

(2) Day Sight:

(a) Day Sight, 7X








10 (circular)

(b) Detection range (Day Sight), 7X






(3) Thermal View

(a) Thermal Sight WFOV, 3X





10.2x7.7

(b) Thermal Sight WFOV, 6X





5.1x3.8

(c) Thermal Sight NFOV, 9X





3.4x2.6

(d) Thermal Sight NFOV, 18X





1.7x1.3

d. In the AAV-TT Driver & Weapons Station Upgrade module, the gunner out-the-hatch shall be supported, when applicable.


Out-the-hatch:

(1) FOV, 1X









250x26.83

Instantaneous FOV, 7X (binoculars)



7.5 (circular)

Instantaneous FOV, (NVG) 





40 (circular)

(2) Detection range, 1X







3600

Detection range, 7X







13000

Detection range, (NVG)






2400

3.2.1.7 Electro-Optics Sensor Image Simulation

The CVTS shall have sensor simulation capability.  The sensor simulation capability shall include thermal imaging and low light amplification in the form of Night Vision Goggles (NVG) and appropriate installable/switchable devices (those available in the actual vehicles).  Sensor simulation modes shall be available at all times, where appropriate, during a simulation session.  The selection time to and from sensor modes shall not exceed selection times in the actual vehicle. 

The viewed sensor image magnifications (where magnification is selectable on installed equipment), fields of view, and viewing pupils shall at all times be the same as in the operational equipment. Simulation of corresponding sensor viewer overlay information, e.g., range, bearing, crosshairs, etc., is required.

3.2.1.7.1 Sensor Image Database

The electro-optic sensors simulation shall utilize the visual database with additional descriptors and object data necessary to generate images with the fundamental characteristics of the sensor being simulated.  Use of the visual database for sensor image generation shall not result in degradation of the capabilities of either the standard visual or sensor image generation. 

3.2.1.7.2 Simulation Optics

All optics shall be in accordance with 3.3.2.1.

3.2.1.7.3 Thermal Sight Image Simulation

The thermal conditions shall provide a generally correct appearance for all objects for a given time of day, temperature and atmospheric condition.  Simulation of thermal signatures emitted through tactical smoke, fog, and vegetation is required.  The effect of atmospheric attenuation shall utilize a fading function appropriate to infrared.  The simulated thermal image shall simulate thermal noise to the thermal imagery video to produce a realistic appearance.  The thermal image simulation shall exhibit the response to operator manipulation of sensitivity, gain, contrast and other controls applicable to each vehicle to approximate the relationship between control settings, environmental conditions, and the displayed imagery.  Both white-hot and black-hot modes shall be simulated.

3.2.1.7.4 Night Vision Image Intensifier

The CVTS shall provide a realistic simulation of the use of low light level vision intensification equipment.  For vehicle drivers the intensification simulation shall utilize a simulated night vision viewer having the look and feel of operational equipment.  When simulating instruments of the operational intensification equipment, operational mechanical adjustment features and electrical controls shall be simulated.  When existing display assets are used, all electrical controls and fields of view restrictions shall be simulated.  As part of simulation initial condition setup, the intensifier simulation shall provide selectable natural illumination. The options shall include an overcast condition and three phases of lunar illumination (0 (starlight only), half and full moon). The lunar phase and illumination levels shall correspond to real world conditions.

3.3 Major Component Characteristics

3.3.1 Image Generator Subsystem

The CVTS image generator subsystem shall consist of real-time computer image generation and image processing equipment.  The computer image generation is considered to include that class of system, which provides true perspective two-dimensional displays of stored three-dimensional environment database. Image processing refers to operations performed on pixel image data. It is applicable to the visual scene as seen through the periscopes, sights sensors and out-the-hatch of the vehicle modules and the CVTS console visual displays, which depict the geometry, and appearance of their environment. The system shall provide imagery for each module/console for all of the following that are applicable.

a. Vision blocks.

b. Weapon system sights and periscopes (those that magnify).

c. Thermal sensors.

d. Image intensifier night vision devices.

e. CVTS consoles, including binocular and NVG view.

f. Out-the-hatch capability.

3.3.1.1  Image Generation System Throughput

System and channel capacity throughout the image generator shall be adequate to support the specified polygon capacity for all operating conditions.  There shall be no computational, memory, data transfer, or other limitations anywhere in the image generator or the database design which would limit the ability of the system to display the specified quantity of potentially visible polygons.  The polygon and pixel performance shall be independent of the number of channels generated by a single image generator.  The polygon and pixel capacity shall be met regardless of the displayed image geometrical arrangement, distribution of polygons within the displayed image, number and distribution of moving models and the worst case combination of special processing and display features invoked.  The polygon and pixel capacity shall not be restricted by polygon complexity attributes (i.e., texture, anti aliasing and shading).

3.3.1.2 Displayed image artifacts

Distracting artifacts caused by digital processing errors shall be minimized.  Anomalies shall in every case be eliminated or reduced to the extent that they shall not degrade the effectiveness of exercise execution. 

3.3.1.3  Anti-Aliasing.

The visual scene subsystem shall provide full scene anti-aliasing equivalent or better than 8 subsample/pixel for all scene elements and scene conditions in every image channel.  Each visual scene view shall provide full scene anti-aliasing sufficient to meet the image quality requirement.  The visual scene subsystem shall anti-alias all reticles and symbology.

3.3.1.4 Levels of Detail

Level of detail transitions shall extend out to the target detection ranges specified in “Range of Vision” section above.  Beyond these specified target detection ranges, level of detail transitions shall not cause distraction to the trainees or non-correlation with correlated databases and simulation maps. 

3.3.1.5 Rates of Motion

Own vehicle motion and apparent target motion at up to the velocities and angular rates listed below (including their worst case combinations) shall not cause distracting visual effects, image breakup, or distortion:

aa. Roll: up to 90 degrees/sec

ab. Pitch: up to 90 degrees/sec

ac. Yaw: up to 90 degrees/sec

ad. Velocity: 250 Nautical miles/hr 

3.3.1.6 Field-of-View Culling 

The image generator shall support field-of-view culling which removes objects not visible within a viewport’s FOV.  Objects too far to the left, to the right, or behind the observer shall not be processed.  Culling shall be computed and displayed with accuracy sufficient to prevent anomalies that affect training.

3.3.1.7 Occulting

The image generator shall properly occult all objects in the simulated environment with respect to the viewpoint (including sensors).  Each image generator subsystem channel shall provide partial or total occulting, as appropriate, of surfaces and light points by surfaces nearer to the simulated viewpoint.  Occultation shall be computed and displayed with accuracy sufficient to prevent anomalies that affect training.

3.3.1.8 Mission Functions

3.3.1.8.1 Height Above Terrain and Height of Terrain 

The  image generator shall support height above terrain (HAT) and height of terrain (HOT) calculations.

3.3.1.8.2 Collision Detection 

Collision with terrain, 3D features, moving models, and clouds shall be detected by the image generator and reported to the host.  Collision detection shall return the surface material code of the polygon in the collision as well as the model ID of the model. 

3.3.1.8.3 Line of Sight 

It is desired that the image generator supports returning a line-of-sight test between the eyepoint and an object.  The line segment shall be definable in any orientation.

3.3.1.8.4 Intervisibility

Line-of-sight test with two points other than the eyepoint to return intervisibility results to the host is desirable.  This shall be used to determine if two objects in the database are visible to each other.  The surface material and model ID number shall be returned to the host.

3.3.1.9 Reticles & Symbology Requirements

A complete set of CVTS reticles and symbology shall be delivered with the  system as required for each simulator/workstation.  A means shall be provided for host control of the size and location of each element of reticles and symbology including: location, size, color, and translucency.  Reticles and symbology shall be free of any sensor processing effects.  Aimpoint accuracy of each reticle shall be identical to the current system.  System update rate shall not be adversely impacted by any combination of reticles and symbology.

3.3.1.10 Atmosphere

The system shall depict all environmental effects in a manner that meets or exceeds the system performance.  

Environmental effects shall include:

ae. Calendar date.

af. Latitude and longitude location.

ag. Sun position.

ah. Moon position.

ai. Cloud cover.

Atmospheric model shall include:

aj. Clouds

ak. Fog

al. Haze.

am. Rain.

an. Sky and directional horizon.

ao. Directional and diffuse illumination.

ap. Time of day (static selectable or continuous)

aq. Seasonal effects (where supported by the visual database).

3.3.1.11 Special Image Generator Processing

The system shall have sufficient special processing features such as shading, transparency, etc. to meet the functional and performance requirements herein.  Shading shall be used on all polygons and objects in the database.  Flat, fixed, and smooth surface shading shall be provided.  Shading shall not result in any Mach band or other color discontinuities in smooth surfaces.

3.3.1.12 Polygon and Lightpoint Processing Capacity 

Lightpoint resolution shall be tested by computing the average spacing between light point centers in a 40 x 40 array of anti-aliased light points oriented both parallel and perpendicular to the display scan direction, as well as at any angle or position with respect to the raster.

3.3.1.13 Polygon Switch Groups

256 switch settings for separate groups of polygons shall be supported.  Each group shall be individually host controllable with five predetermined intensity levels.  Each level shall be specified in a continuum of intensities (typically used for luminous polygons), or turned off.  Polygons that are set to intensity 0 shall not be displayed.

3.3.1.14 Texture

a) Resolution and dynamic range of texture shall provide stable imagery throughout the operating range.  The system shall be capable of mapping image data onto all environment polygons.

b) In this document, image data refers to stored pixel (texel) data generated by both photographic means and numerical algorithms.  The effect of transparency, shading, illumination, and all other simulated characteristics specified for polygons shall be reflected in the mapped polygons. 

c) The image generator shall provide intensity contour and modulation, color contour and modulation, transparency contour and modulation and full color texture. Contour mapping allows a pattern to depict a shape (silhouette) on a single polygon.

d) The image generator shall be capable of paging additional texture from disk storage.  Texture paging shall not present any anomalies to the viewer.  

e) The texture shall be tri-linear filtered.

f) Texture map levels of detail shall be rendered in a manner to assure adequate detail for depth and motion cues from any distance and to preclude aliasing (scintillation) effects from the texture and to avoid abrupt transitions in texture level of detail .  

g) The image generator shall have the capability to render multiple map sizes to display the existing terrain database textures.

h) The image generator shall have the capability of mapping geotypical photographic or algorithmically generated image data onto any OTW or sensor polygon.   

i) The image data shall be spatially fixed on the surfaces and shall display correct perspective and orientation as the view point and mapped surface movie in the synthetic environment.  

j) The image generator shall be capable of modeling all existing trainer database texture elements.

k) The image generator shall be capable of mapping a single texture image over multiple or continuous polygons.

l) The image generator shall be capable of mapping a single texture image on a single polygon.

m) The image generator shall be capable of using a single texture image to fill a single polygon.

n) The image generator shall be capable of displaying moving texture patterns to simulate dynamic effects.

o) The image generator shall modulate both intensity and translucency of texture patterns.

p) The image generator shall provide both monochrome and full color texture maps.

q) The image generator shall independently and simultaneously model the transparency, shading and illumination effects for polygons.

r) Foreground texture details and clarity to support motion cues and added realism shall be provided.  Simultaneously Background texture details and clarity to support scene realism shall be provided.  All imagery shall support this without impacting pixel write performance.

3.3.1.14.1 Gouraud Shading 

The image generator shall support vertex-rate lighting which is gouraud shading.  The image generator shall use Gouraud shading to produce the effects of brightness, color, and shading over the surface of a polygon.  The shading shall include ambient light and diffuse light sources. 

3.3.1.14.2 Texture Capacity

The image generator shall support textures in memory as 8, 16, or 32 bits per texel, MIP format with 16 bits being the standard color depth.  The image generator shall support multiple binary sizes between 32×32 and 2048×2048 map sizes.  Textures shall be paged from disk to online memory in real time. 

3.3.1.14.3 Automatic Texture Sizing 

Models, insets, and whole-earth models shall be used on any image generator hardware platform, regardless of the rendering capabilities of the platform.  The image generator texture memory shall be limited by the amount of memory which standard graphic chips can access.  The image generator software shall automatically size textures used for features (moving models and fixed features).  Large maps shall be automatically scaled down to the next binary size.  1,024 x 1,024 maps shall be automatically resampled down to 512×512.  This allows high detail models developed for special applications to be used on the image generator without any changes.  The threshold at which map sizes are automatically reduced shall be configurable and set to 256 by default so that all maps larger than 256×256 are automatically reduced in size.
3.3.1.14.4 Automatic Color Depth 

The image generator shall be able to automatically reduce the color depth of textures from 24-bit full color maps (8,8,8) to 16-bit maps (5,6,5), which reduces texture usage by 33% without modeler intervention.  This feature shall be configurable.

3.3.1.14.5 Anisotropic Texture Filtering 

Anisotropic texture filtering improves the appearance of texture.  Filtering at the texture level versus the entire scene is desirable. 

3.3.1.14.6 Intensity, Color, Transparency Modulation 

The image generator shall provide capability intensity contour and modulation, color contour and modulation, transparency contour and modulation and full color texture. Contour mapping allows a pattern to depict a shape (silhouette) on a single polygon.  The system shall support at least 16 levels of polygon transparency ranging from transparent to fully opaque.  The system shall independently and simultaneously model the transparency, shading and illumination effects for polygons.
3.3.1.14.7 Continuous Texture

It is desired for the image generator to support continuous texture to provide high-fidelity textures that are independent of the terrain skin.  Textures shall be blended between each texture type to provide a seamless textured training environment. 

3.3.1.14.8 Texture Mapping

The image data shall be spatially fixed on the surfaces and display correct perspective and orientation as the viewpoint and mapped surface move in the environment.  The texture shall remain fixed relative to the underlying polygons and shall be valid for all orientations of objects and polygons in the environment.

3.3.1.14.9 Texture Rendering

Resolution and dynamic range of texture shall be adequate to provide stable imagery throughout the operating range.  Texture pattern repetition shall not be immediately obvious.  Level of detail shall be provided to assure adequate detail for depth and motion cues from any distance and to preclude aliasing effects from the texture.  Texture maps shall be rendered in a manner to allow a realistic appearance at the full range of viewing distances required for training and to avoid abrupt transitions in texture level of detail.  

3.3.1.14.10 Micro-Texture

Micro texture capability is defined to be texture level of detail available when the observer is close to the main texture and can no longer discern the main texture pattern.  The image generator shall provide micro-texture on all terrain surfaces as necessary meet or exceed the detail and realism in depiction of visual databases without impacting pixel write performance.

3.3.1.14.11 Anti-Aliasing and Blending

Texture anti-aliasing and blending shall blend image data at boundaries between repetitions and at boundaries between polygons to prevent the boundaries and repetitions from being noticeable.  Texture anti-aliasing and blending shall maintain maximum image sharpness while avoiding noticeable interaction of the pixel and texel structures.  Texture anti-aliasing and blending shall blend imagery between maps during level-of-detail transitions.  Texture anti-aliasing and blending shall be perspective corrected to the pixel level. The imagery shall be free of aliasing.

3.3.1.14.12 Dynamic Texture.

Dynamic texture patterns shall be provided which have the capability to move in any direction on the surface to which it is applied to simulate moving ocean waves, clouds, blowing sand/snow, and similar effects.

3.3.1.15 Database Storage Capacity

Although only one database shall be in use (selected) at any given time on any given module or console, each module and console shall have enough mass storage capacity to simultaneously accommodate (15) fifteen complete databases of 100 km by 100 km.  For the CVTS system, the time to activate any one of the databases that are available shall be less than 5 minutes.  At each module and console a means to replace one of the available databases with a new one in less than 1 hour shall be provided.  For the CVTS system, there shall be a means provided for replacing databases on modules and consoles, by removable media (i.e. Blu-ray readers, at each module and console).

3.3.1.16 Improved IG Performance

The image generator designs shall provide for straightforward upgrade by modular expansion of the system.  Spare card slots shall be provided in the image generator for expansion flexibility.  The image generator expansion capability shall allow for a higher processing and storage capacity to provide coverage of larger areas with higher resolution data and increased density.

3.3.2  Image Display Subsystem

The CVTS image display subsystems shall convert the signals from the image generator into visual images representing the simulated environment for each of the module/console displays as specified.  For each module, light-tight shrouds or similar means shall be provided so that extraneous dust and light from outside the module doesn’t degrade visual display system performance. 

All optics used in the sights and optical paths shall be readily accessible to facilitate cleaning and adjustments.  The image display subsystem shall include the following display types as applicable to each individual module/console:

a. Vision blocks.

b. Weapon sights and periscopes (with magnification).

c. Thermal imagery systems.

d. Light intensification devices.

e. Console visual displays.

f. Out-the-hatch.

g. Binoculars. 

3.3.2.1 Optics

All reflective optics used in the CVTS display subsystem shall be front surface reflective coated.  The transmission and reflection of any beam-splitter utilized shall be maximized for signal to ghosting ratio both on and off axis.  No chromatic or spherical aberration shall be discernible.  Physical configuration of the display unit shall be optimized to the crew members’ compartment with a minimum of compartment modifications.  A dust proof enclosure shall be provided for the optical subsystem.  There shall be no major spurious images or reflections, including light leaks, mirror imperfections, and reflections, or from any other source.

3.3.2.2 Magnified Displays

Except where deviation is authorized, the magnified sight displays shall duplicate the magnification, real FOV and apparent FOV of the corresponding operational equipment for each module.  The external appearance (from within the vehicle module) of the simulated sights shall have the form, fit and feel of the operational equipment.  Displayed images which simulate selectable modes (optical and thermal) and magnification shall, when in optical mode, utilize the full horizontal and vertical resolution capability of the raster format regardless of the magnification selected (except where a portion of the field of view is masked to provide resolution representative of the device being simulated).   As appropriate, based on the actual vehicle, sights and periscopes with magnification shall have eyepieces with the following characteristics:

a. Erfle design.

b. Diopter adjustment - +/- 2.5 Diopters.

c. Reticle focus (when appropriate, but not needed if reticle is generated by the CIG).

d. Eye relief - 25mm.

e. Exit pupil - 6mm.

f. Apparent field of view (AFOV) available - Shall be the same as that in the corresponding operational equipment.  The part of the available AFOV which is actually filled with imagery (AFOV used) shall vary from sight to sight and from mode to mode (thermal versus optical) just as it does in the operational equipment.
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