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The United States Naval Academy (USNA) requires contractor support to assist Associate Professor Adina Crainiceanu and her team in development and testing of a single node version of Rya, support for federated search over both cloud and single node instances of Rya, and efficient and resource aware synchronization techniques between a cloud enterprise level instance and a single node instance, as well as between single node instances themselves in Annapolis, Maryland. 
Background
Rya is a highly successful and scalable RDF triple store for cloud environments that can handle billions of triples, with millisecond query time for most queries. This project considers Rya’s use in a tactical environment with low storage and connectivity capabilities. The goal of this project is to develop, test, and implement Rya-like capabilities on an independent single-node device, with collaborative abilities among such devices, or between devices and a cloud environment.  As part of the project, contractor shall provide the following:
Qualifications
Contractor must possess the minimum qualifications;
-Expertise in query optimization
-Expertise in semantic search
-Expertise in working with graph-based languages such as XML or RDF -Expertise in design and implementation of database management systems on limited-resources devices -Proficiency in Java 
Phase 1: July 1st 2015 – December 31st 2015. Design, development, and preliminary testing of single node version of Rya.
1. July 1st 2015 – July 31 2015: USNA will provide design requirements for a single node version of Rya. USNA will also provide access to the latest Rya code base as well. Contractor shall study the design requirements and the Rya code base to understand the architecture and current design of Rya. 
2. August 1 2015 – August 31 2015:  Contractor shall collaborate with USNA to draft a design for a single-node version of Rya. The design shall include the data storage layer, inference, and query optimization and execution engine. Contractor shall attempt to keep the same interface but shall consider the limitations of the single node device.  Contractor shall also draft an interface to let a single node device talk to other single node devices as well as cloud-based Rya instances. One possible interface is RESTful web service, which allows any device to talk to each other using HTTP like requests. 
3. September 1 2015 – November 30 2015: Contractor shall collaborate with USNA on implementing the proposed design for a single-node version of Rya. 
4. December 1st 2015 – December 31 2016: Contractor shall run initial test of the implemented version and fix bugs. 
Phase II: January 1 2016 – December 31 2016. Further testing and experiments with single node version of Rya, development of federated search.
1. January 1st 2016 – February 29th 2016: Contractor shall work with USNA to run more comprehensive tests for single node version of Rya and run experiments to compare single node Rya to other single node RDF storage systems.  Contractor shall collaborate with USNA on a research article on the results as well. 
2. March 1st 2016 – March 31st 2016: USNA will provide requirements for federated search over cloud instances and single node instances of Rya. Contractor shall study the requirements and collaborate with USNA to design components for federated search, including a mediator (running on a Rya instance) and wrappers (one wrapper for each instance). The mediator breaks up a global search into queries on local Rya instances. Each local Rya instance will have a wrapper that talks to the mediator. The capability of local instances is also considered for optimizing performance. For example, more intensive computation will be carried out by more powerful instances (e.g., a cloud instance). 
3. April 1st 2016 – July 31 2016: Contractor shall implement the design for federated search, including the mediator and wrappers on local instances. 
4. August 1st 2016 – September 31 2016: Contractor shall run comprehensive tests on the federated search component and fix bugs. 
5. October 1st 2016 – December 31st 2016: Contractor shall collaborate with USNA to compare the proposed federated search component with existing solutions (e.g., sending all data to a centralized server). Contractor shall collaborate with USNA on a research article on the results. 
Phase 3: January 1st 2017 – December 31st 2017. Development of synchronization techniques, integration of whole system, testing the whole system in several application scenarios, finishing documentation.
1. January 1st 2017- January 31st 2017: USNA will provide requirements for synchronization between single node Rya instances and cloud instances as well as between single node instances themselves. Contractor shall study the requirements and work with USNA to come up with design for supporting these requirements.  Special attention will be paid on resource restrictions on single node devices and what data should be stored on single devices to maximize usefulness. 
2. February 1st 2017 – April 30 2017: Contractor shall implement the design of synchronization techniques.
3. May 1st 2017 – June 30 2017: Contractor shall test the implemented synchronization techniques and fix bugs. 
4. July 1st 2017 – August 31 2017: Contractor shall collaborate with USNA to run experiments to compare the implemented synchronization techniques with existing synchronization techniques (e.g., LRU, MRU). Contractor shall collaborate with USNA on a research article based on the results. 
5. September 1st 2017 – October 31 2017: Contractor shall collaborate with USNA to integrate all implemented systems together and test the integrated system using some application scenarios provided by USNA. 
6. November 1st 2017 to December 2017: Contractor shall collaborate with USNA to document all results in written technical reports and presentations. Contractor shall collaborate with USNA on a research article on integrated system. 
