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Position #1- VMWare System Administrator (1)

Position Requirements:

Educational: Equivalent to a Bachelor’s degree from an accredited college or
university with major course work in Computer Science, Management Information
Systems, or a closely related field.

General Experience: Two to five years of experience in the management,
maintenance, and sustainment of VMWARE and virtualized server environment and
hosted applications. At least two years of qualifying experience must have included
managing successful large scale, multi-discipline, technology or service oriented projects
involving virtual servers. Strong knowledge of VMWARE virtualization methodologies
and underlying technologies. Experience in applying information security as outlined by
FISMA is a must.

Specialized Experience: VMWare System Administration, VMWare
Certification, CompTIA Security+ Certification.

Job Description: Performs professional level work in computer systems management
and administration. Plan, design, develop, install, configure, test, de-bug, administer, maintain,
upgrade and document computer systems environments (Test, Development, Acceptance and
Production) to requirements. Position requires research skills, effective communications and
ability to collaborate with team members and stakeholders, providing constructive feedback as
necessary. Must have ability to participate in on-call rotation and provide assistance outside of
normal working hours.

The qualified candidate will install, configure, administer and manage the VMWare
infrastructure in the hosting environments.

Develop and maintain standard operating procedures and associated standardization
plans for virtualized hosting administration and appropriate use. Provide technical support for
incident management and problem solving to ensure customer satisfaction. Perform
comprehensive system tests to ensure conformance with hosting requirements and customer
specifications. Performs performance optimization and recommends tuning. Performs systems
backups and test restores. Perform internal network connectivity and security audits and provide
system performance metrics as required. Coordinates and performs all required system updates
and patching to the VMWare systems hosting infrastructure. Maintain a secure hosting
environment in compliance with FISMA and IA guidelines. Comply with all change
management policy and procedures.
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Position #2 - Unix InfoSec/Systems Administrator (1)

Position Requirements:
Educational: Equivalent to a Bachelor’s degree from an accredited college or
university with major course work in Computer Science, Management
Information Systems, or a closely related field.

General Experience: 5 years of experience in the management, maintenance,
and sustainment of a UNIX and LINUX environment and hosted applications. At
least two years of qualifying experience must have included managing successful
large scale, multi-discipline, technology or service oriented projects. Strong
knowledge in administering Oracle/Sun Solaris and/or Red Hat Enterprise Linux
(RHEL) operating systems and management and administrative skills in nework
and interconnect protocols. Information Security, EMC Networker Backup and
Recovery, SAN/NAS Storage Administration and DBA experience a plus.

Specialized Experience: Oracle/Sun Solaris Administration, Red Hat Linux
Administration, Solaris System Administration Certification, Red Hat Certified
System Administrator. CompTIA Security+ Certification.

Job Description: Performs professional level work in computer systems management
and administration. Plan, design, develop, install, configure, test, de-bug, administer,
maintain, upgrade and document computer systems environments (Test, Development,
Acceptance and Production) to requirements. Position requires research skills, effective
communications and ability to collaborate with team members and stakeholders,
providing constructive feedback as necessary. Must have ability to participate in on-call
rotation and provide assistance outside of normal working hours.

The qualified candidate will create, configure, administer and manage the hosting server
infrastructure in compliance with NMCI and FISMA security guidance.

Develop and maintain internal standard operating procedures and associated
standardization plans for UNIX and LINUX administration. Provide technical support
for incident management and problem solving to ensure customer satisfaction. Perform
comprehensive system tests to ensure conformance with hosting requirements and
customer specifications. Performs performance optimization and recommends tuning.
Performs UNIX and LINUX systems backups and test restores. Perform UNIX and
LINUX internal network connectivity and security audits and provide system
performance metrics as required. Coordinates and performs all required upgrades and
system patching to the Unix systems hosting infrastructure. Maintain environment in
compliance with FISMA and IA guidelines. Comply with all change management policy
and procedures.
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Position #3 - Windows InfoSec/Systems Administrator (1)

Position Requirements:
Educational: Equivalent to a Bachelor’s degree from an accredited college or university
with major course work in Computer Science, Management Information Systems, or a
closely related field.

General Experience: 5 years of experience in the management, maintenance, and
sustainment of a Microsoft Windows environment and hosted applications. At least two
years of qualifying experience must have included managing successful large scale,
multi-discipline, technology or service oriented projects involving intel servers. Strong
knowledge of Microsoft Windows (standard and enterprise) operating systems and
administrative skills in 11S, DNS, AD, and SQL 2005 & 2008. Experience in applying
information security as outlined by FISMA is a must.

Specialized Experience: Window Server Administration, Microsoft OS Certification,
CompTIA Security+ Certification.

Job Description: Performs professional level work in computer systems management and
administration. Plan, design, develop, install, configure, test, de-bug, administer, maintain,
upgrade and document computer systems environments (Test, Development, Acceptance and
Production) to requirements. Position requires research skills, effective communications and
ability to collaborate with team members and stakeholders, providing constructive feedback as
necessary. Must have ability to participate in on-call rotation and provide assistance outside of
normal working hours.

The qualified candidate will install, configure, administer and manage all windows servers
infrastructure in the hosting environments.

Develop and maintain standard operating procedures and associated standardization plans for
Windows administration and appropriate use. Provide technical support for incident management
and problem solving to ensure user satisfaction. Perform comprehensive system tests to ensure
conformance with hosting requirements and customer specifications. Performs performance
optimization and recommends tuning. Performs Windows systems backups and test restores.
Perform Windows internal network connectivity and security audits and provide system
performance metrics as required. Coordinates and performs all required system updates and
patching to the Windows systems hosting infrastructure. Maintain a secure hosting environment
in compliance with FISMA and 1A guidelines. Comply with all change management policy and
procedures.
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Position #4 — Senior CITRIX Systems Administrator (1)

Position Requirements:
Educational: Equivalent to a Bachelor’s degree from an accredited college or university
with major course work in Computer Science, Management Information Systems, or a
closely related field.

General Experience: 10 years of experience in the management, maintenance, and
sustainment of the CITRIX environment, CITRIX products and CITRIX hosted
applications. At least two years of qualifying experience must have included managing
successful large scale, multi-discipline, technology or service oriented projects involving
CITRIX. Strong knowledge of Microsoft OS, Windows 2003/2008 Server and
Infrastructure (AD, CIFS, DNS and GPO). Scripting and Fiber Channel and iSCSI SAN
and networks a plus.

Specialized Experience: CITRIX/XenApp Presentation Server Technology, Citrix
Secure Gateway, Desktop Delivery Control, Citrix Resource manager and database,
Microsoft Windows Server Administration, Microsoft Certified, JAVA/JDK/J2EE.

Job Description: Performs professional level work in computer systems analysis and design.
Plan, design, develop, install, configure, test, de-bug, administer, upgrade, maintain and
document computer systems environments (Test, Development, Acceptance and Production) to
requirements. Position requires research skills, effective communications and ability to
collaborate with team members and stakeholders, providing constructive feedback as necessary.
Must have ability to participate in on-call rotation and provide assistance outside of normal
working hours. The qualified candidate will design, create, configure, implement, administer,
support and manage Citrix/XenApp Presentation Server, Citrix Secure Gateway, terminal services,
thin clients, user profile management (roaming, mandatory and hybrid), and user configuration.
Develop and maintain policies, procedures and associated training plans for Citrix-Based
Applications System administration and operational management appropriate use, including
engineering documents, and operational runbooks. Provide technical guidance and support for
incident management and problem solving to ensure user satisfaction. Ability to utilize
sysinternal tools and analyze memory dumps. Perform comprehensive program and system tests
to ensure conformance with design specifications. Performs performance optimization and
recommends tuning. Performs Citrix backups and tests restore. Perform Citrix network and
security audits and briefs management on system metrics. Coordinates and performs all required
upgrades and system patching to the systems hosting infrastructure. Maintain environment in
compliance with FISMA and SRR guidelines. Comply with all change management policy and
procedures.





For Official Use Only

Position #5 — Senior Oracle RAC Database Administrator (1)

Position Requirements:
Educational: Equivalent to a Bachelor’s degree from an accredited college or university
with major course work in Computer Science, Management Information Systems, or a
closely related field.
General Experience: 10 years of experience in the management, maintenance, and
sustainment of Oracle Enterprise Edition databases. At least five years of qualifying
experience in managing successful large scale Oracle RAC installations, utilizing ASM,
in a production environment.
Specialized Experience: Managing Oracle RAC 10g or greater on Sparc Solaris or Red
Hat LINUX platforms. Certifications in Security+ and Oracle Certified Associate
(or above). Experience and knowledge in Data Guard, and/or Replication is also
preferred. Demonstrate mastery in at least one of the following areas Database
backup and recovery (including the use of RMAN), Sql/PLSQL tuning and
optimization, Data replication and Database security

Job Description: Is the technical expert for administration level architecture of Oracle
RAC environment and will perform professional level work in database systems
management and administration. The qualified candidate will plan, design, develop,
install, configure, test, de-bug, administer, upgrade, patch, maintain and document Oracle
RAC system environments and systems hosting infrastructure (Experimental, Test,
Development, Acceptance, Training and Production) to requirements and validate that
database environment architecture and processes are sufficient to meet Operation and
Service Level Agreements. Develop, optimize and implement SQL scripts, PL/SQL
scripts, and UNIX shell scripts to facilitate and automate routine sustainment tasks.
Develop and implement procedures to provide continuous uptime for database
applications. Analyze and recommend strategies to consolidate databases based on
application functionalities and requirements. Provide recommendation of application-
partitioning based on application functionalities and requirements. Provide
recommendations on standardizing processes and procedures. Perform data refreshes
(using standard export/import, Data Pump export/import, or other methodologies) and
manage external interfaces to the databases. Position requires research skills, effective
communications and ability to collaborate with team members and stakeholders,
providing constructive feedback as necessary. Develop and maintain best practices,
policies, procedures and training plans for Oracle RAC administration and appropriate
use. Provide technical guidance and support for incident management and problem
solving to ensure user satisfaction. Perform comprehensive program and system tests to
ensure conformance with design specifications. Establish database performance metrics;
perform tuning, optimization and monitoring of databases. Perform backups, recoveries
and restores of RAC databases. Coordinate and perform all required upgrades and
database software patching. Must have ability to participate in on-call rotation and
provide assistance outside of normal working hours. Coordinate and perform all required
upgrades and database software patching. Maintain environment in compliance with
FISMA and SRR guidelines. Comply with all change management policy and procedures.
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Position #6 — Senior Oracle Database Administrator (2)

Position Requirements:
Educational: Equivalent to a Bachelor’s degree from an accredited college or
university with major course work in Computer Science, Management
Information Systems, or a closely related field.

General Experience: 7 years of experience in the management, maintenance,
and sustainment of an Oracle database environment. At least 5 years of
qualifying experience must have included hands-on administration of Oracle
databases in a production environment.

Specialized Experience: Certifications in Security+ and Oracle Certified
Associate (or above). Experience and knowledge in Oracle Real Application
Clusters (RAC), Data Guard, and/or Replication is also preferred.

Job Description: Provide database systems management and administration.
Perform backups, recoveries, and restores of databases. Manage external interfaces to
the databases. Develop, debug, and implement SQL scripts, PL/SQL scripts, and
UNIX shell scripts to facilitate and automate database administration tasks. Perform
data refreshes (using standard import/export, Data Pump export/import, or other
methodologies). Provide technical guidance and support for incident management
and problem solving to ensure user satisfaction. Establish database performance
metrics and recommend tuning. Perform tuning, optimization, and monitoring of
databases. Coordinate and perform all required upgrades and database software
patching. Maintain environment in compliance with FISMA and SRR guidelines.
Comply with all change management policy and procedures. Provide
recommendation on standardizing processes and procedures.
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Position #7: GIS Applications System Administrator (2)

Position Requirements:
Educational: Equivalent to a Bachelor’s degree from an accredited college or university
with major course work in Computer Science, Management Information Systems, or a
closely related field.

General Experience: 10 years of experience in the management, maintenance, and
sustainment of the ESRI GIS suite of products and associated sub components including
ArcSDE. Experience in managing a successful large scale, multi-discipline, technology
or service oriented projects involving ESRI GIS software suite, configuring and securing
MS 1IS web servers, Solaris, Windows and Linux operating systems. Basic knowledge of
Oracle databases, enterprise shared storage devices and publishing applications in a
CITRIX environment a plus.

Specialized Experience: ESRI ArcGIS and associated suite of software, ArcSDE,
GeoSpatial data management (Imagery, Raster, Vector); Certifications in Security+
and associated ESRI certification program.

Job Description: Performs professional level work in computer systems analysis and
design. Plan, design, develop, install, configure, test, de-bug, administer, maintain,
upgrade and document computer systems in all environments (Test, Development,
Acceptance, training and Production), to requirements. Position requires research skills,
effective communications and ability to collaborate with team members and stakeholders,
providing constructive feedback as necessary. Must have ability to participate in on-call
rotation and provide assistance outside of normal working hours. The qualified candidate
will manage the GIS system, including its administration, application configurations, and
source code control. Provide status to management. Develop and maintain policies,
procedures and associated training plans for GIS System Administration and appropriate
use. Provide technical guidance and support for incident management and problem
solving to ensure user satisfaction. Perform comprehensive program and system tests to
ensure conformance with design specifications. Perform performance optimization and
recommend tuning. Coordinate and perform all required upgrades and system patching
to the systems hosting infrastructure. Maintain environment in compliance with FISMA
and SRR guidelines. Comply with all change management policy and procedures.
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Position #8: Maximo System Administrator (1)

Position Requirements:
Educational: Equivalent to a Bachelor’s degree from an accredited college or university
with major course work in Computer Science, Management Information Systems, or a
closely related field.

General Experience: 10 years of experience in the management, maintenance, and
sustainment of the IBM Maximo product and associated sub components, including IBM
Websphere. At least two years of qualifying experience must have included managing
successful large scale, multi-discipline, technology or service oriented projects involving
IBM Maximo. Experience in Solaris, Windows and Linux operating systems, basic
knowledge of Oracle databases, and general knowledge of enterprise shared storage
devices.

Specialized Experience: 1BM Maximo suite of products

Job Description: Performs professional level work in computer systems analysis and design.
Plan, design, develop, install, configure, test, de-bug, administer, maintain, upgrade and
document computer systems in all environments (Test, Development, Acceptance, training and
Production), to requirements. Position requires research skills, effective communications and
ability to collaborate with team members and stakeholders, providing constructive feedback as
necessary. Must have ability to participate in on-call rotation and provide assistance outside of
normal working hours. The qualified candidate will manage the Maximo system, configuration
modules, workflow development and administration, application configurations. Manage source
code control. Provide status to management. Develop and maintain policies, procedures and
associated training plans for Maximo System Administration and appropriate use. Provide
technical guidance and support for incident management and problem solving to ensure user
satisfaction. Performs comprehensive program and system tests to ensure conformance with
design specifications. Perform performance optimization and recommend tuning. Coordinate
and perform all required upgrades and system patching to the systems hosting infrastructure.
Maintain environment in compliance with FISMA and SRR guidelines. Comply with all change
management policy and procedures.
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1. General/Organization/Scope/Background/Obijective

1.1. Organization to be supported:

Navy Facilities Engineering Command
1322 Patterson Ave SE
Washington Navy Yard, DC 20374-5065

Work is to be accomplished for the Naval Facilities Engineering Command (NAVFAC)
Command Information Officer (CIO).

The recurring phrase, “The contractor shall,” means that the firm selected for this procurement
will, in accordance with all applicable Federal, state, and local laws, regulations, guidance, and
policies, furnish the necessary personnel, services, products, materials, equipment, knowledge, and
expertise to successfully complete the tasks required under this Contract.

The Contractor shall be responsible for complying with all applicable Federal Acquisition
Regulations (FAR), and Defense Federal Acquisition Regulations (DFAR).

1.2. Scope:

Naval Facilities Engineering Command (NAVFAC) has a requirement to host an array of
Enterprise Business Systems that will be utilized throughout various Navy Organizations to
include all NAVFAC sites, all Navy Regions, the Marine Corps, and select private business
partners. This array of Enterprise Business Systems supports the broad spectrum of NAVFAC’s
business, employs a broad range of technical solutions, and could vary from a web-based
application to a client server- & web-based application to a data warehouse that supports
NAVFAC corporate reporting. Client server applications are accessed via thin client, i.e. Citrix
protocols. The list of enterprise-wide business systems are listed in the Business System
Overviews (Attachment 01).

As a result, NAVFAC has a need for technological support for the day-to-day operations,
sustainment and maintenance of the hosting infrastructure in a secured environment. This
includes: systems administration of all servers, storage, internal network infrastructure, systems
integration and interconnectivity, applications technology stacks, enterprise databases, enterprise
business systems administration, hosting services, user accessibility, systems security, change
andconfiguration management. Attachment 02, NAVFAC Common Operating Environment
(COE), describes the existing environments, network boundaries, zones, servers, and storage
platforms that comprise the NAVFAC Data Center hosting infrastructure located at NAVFAC
Information Technology Center (NITC), Port Hueneme, California. Attachment 01 lists the
NAVFAC Enterprise Business Systems that are hosted within the NAVFAC Data Center hosting
facility.

The NAVFAC Data Center hosting environments consists of two accredited network
environments. Changes to the hosting environments are subject to NAVFAC Information
Technology Center(NITC) Operations Control Board (OCB) approval prior to implementation.
Hosting environments are:

e DEVCOI contains the Experimental, Development, Test and Staging regions. This is
where application developers develop and test their codes. The NAVFAC Application
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Service Provider (NASP) technical subject matter experts (SMES) also use this
environment to test new software, patches, and security fixes.

e EDMZ contains the Acceptance and Production regions. This also includes the remote
Continuity of Operation and Disaster Recovery site. Before any change is applied to the
EDMZ infrastructure or business systems hosted therein, they must first be successfully
tested in non-production regions.

When technology reach end of life and new technologies become available, the NAVFAC Data
Center hosting facility is required to perform technology refreshes on its hosting infrastructure.
Technology refresh projects could range from hardware upgrades to application software
version/release upgrades. The NAVFAC Data Center hosting facility performs hardware refresh
and software upgrades once per year.

As existing Business Systems undergo life-cycle revision, or as new Business Systems are
approved for hosting at the NAVFAC Data Center hosting facility, additional servers, storage, and
skill sets may be required . An average of two new business systems per year may be brought up
online or undergo major revision or upgrade to another software or technology stack.

To ensure continuity of operations during natural disasters and/or calamities, the NAVFAC Data
Center hosting facility remotely maintains servers, operating systems and storage devices located
at the Continuity of Operation and Disaster Recovery (COOP/DR) site in Norfolk, Virgina.
Disaster recovery testing is scheduled by the Information Assurance team and executed by the
NAVFAC Application Service Provider (NASP) technical staff.

IT systems security implementation is a major factor in keeping the "Authority to Operate (ATO)"
not just for the hosting environments but is also required for each individual business systems
hosted at the NAVFAC Data Center. The Federal Information Security Management Act
(FISMA) shall be continuously reviewed and complied with. Each business systems listed in
Attachment 01 undergo FISMA review or re-accreditation once per year. In collaboration with the
Information Assurance Team, Central Design Agency (CDA) and the NASP technical SMEs, the
Contractor shall determine the best approach for meeting IA and FISMA compliance without
impacting business systems availability and performance.

The Contractor complements the government workforce in maintaining the day-to-day operations,
maintenance and sustainment of the overarching NAVFAC Data Center hosting environments
mentioned above, ensuring all hosting infrastructure listed in Attachment 02 - Common Operating
Environment (COE) are maintained, and all hosting services identified in the Attachment 03 -
Technology Stacks and Hosting Services are functioning and available to support business
systems hosted therein. This includes maintaining the security posture across all hosting
environments, and complying with established NITC standard business processes (example:
change management, configuration management, portfolio management).

The Contractor shall provide surge personnel requirements to meet the needs for large hosting
projects. “Large hosting projects" is defined in Section 2.6 of this contract.

This is a Performance Work Statement (PWS). The scope of this PWS is to provide:

- Recurring support for day-to-day technical, operational, sustainment, maintenance, and
monitoring of the overarching NAVFAC hosting infrastructure to include: servers, storage,
operating systems, backups, applications technology stacks, internal network infrastructure;
systems integration; internal network connectivity; cabling; IAV and STIG security fixes; one-off
patches and software component release updates; system change and configuration tracking;
service fulfillment requests; troubleshooting; continuous process improvements, and
documentation. For continuity of service in fulfilling these requirements, the Contractor shall
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provide, at a minimum, full time equivalent (FTES) employees for positions identified in
Attachment 04 - Key Positions.

- Large hosting projects support for surge requirements needing more than 120 billable
hours of effort. Large projects and skill types are defined in Section 2.6 of this contract.

The Contractor shall provide personnel, materials, equipment and transportation necessary (except
as otherwise specified) to accomplish the requirements of this Contract.

1.2.1. Clearances and Licensing:

Contractor personnel working on this task shall be U.S. Citizens.

All tasks required in this Contract are IAT Level Il “Privileged Access” in accordance with
SECNAYV M-5510.30 (e.g. involving super user or root access, direct access to operating system
level functions, access to change control parameters of routers, multiplexers, and other key
information system/network equipment or software; ability and authority to control and change
program files, and other users’ access to data or equivalent access) . Appropriate background
check levels should be at the National Agency Check with Local Agency Check and Credit Check
(NACLC) or higher level for all resources provided in support of this contract.

Work performed as part of executing this requirement will be at the SENSITIVE BUT
UNCLASSIFIED. The contractor shall pursue and obtain final appropriate clearances (as defined
by SECNAV M5510.30 at https://doni.daps.dla.mil/SECNAV%20Manuals1/5510.30.pdf - see
sections 6-8 paragraph j.) for all personnel as required by individual task. All contractor personnel
shall have a successfully adjudicated Access National Agency Check with Inquiries (ANACI) or
National Agency Check with Local Agency (NACLA) as required by Information Technology
(IT) level 11 “Limited Privileged Access. This shall also apply to all sub-contractor personnel.

The contractor shall establish and maintain an access list of those employees working on this
Contract. A copy of the access list shall be furnished to the Command Information Assurance
Manager (CIAM). All personnel reassignments and changes shall be documented within 3
business days via a revised access list provided to the NAVFAC CIAM. NAVFAC will provide
the contractor access to all areas as necessary to support this effort.

Specific tasks may require specialized certifications as identified in the performance work
statement.

The Contractor shall ensure that personnel accessing information systems have the proper and
current information assurance certification to perform information assurance functions in
accordance with DoD 8570.01-M, Information Assurance Workforce Improvement Program, and
SECNAV M-5239.2 Department of the Navy Information Assurance (1A) Workforce
Management Manual. The Contractor shall meet the applicable information assurance
certification requirements, including:

(1) DoD-approved information assurance workforce certifications appropriate for each
category and level as listed in the current version of DoD 8570.01-M; and

(2) Appropriate operating system certification for information assurance technical
positions as required by DoD 8570.01-M.
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Upon request by the Government, the Contractor shall provide documentation supporting the
information assurance certification status of personnel performing information assurance
functions.

Contractor personnel who do not have proper and current certifications shall be denied access to
DoD information systems for the purpose of performing information assurance functions.

SECNAYV M-5239.2 (Appendix G - OS Commercial Certification) lists special certification
requirements applicable for this Contract. The contractor shall adhere to any modifications to the
SECNAYV M-5239.2 as they become available.

The contractor shall maintain and keep up-to-date their employee 1A certification, and shall pay
for all training, training travel, study time, exam and certification/re-certification.

1.2.2. Privacy Act:

Work on this project requires that Contractor personnel have access to Privacy Information to
legally support Business Systems hosted at NITC. Personnel shall adhere to the Privacy Act, Title
5 of the U.S. Code (USC), Section 552a and applicable agency rules and regulations.

Contractor will be held liable for all data breaches where he/she is determined to be culpable (e.g.,
contract proprietary information, social security numbers (SSN) and other sensitive personnel
information, etc). Contractor will be held liable and will be required to take steps such as notifying
affected parties or providing credit monitoring.

Contractor personnel shall sign a Non-Disclosure Form (Attachment 05).

1.2.3. Access Requirements:

Contractor employees shall fill out a Department of Homeland Security Employment Eligibility
Verification, Form [-9 (Attachment 06).

Contractor personnel shall coordinate with the Government sponsor to complete and submit an
application for a DOD Common Access Card (CAC) through the Contractor Verification System
(CVS), see Attachment 07 for the application procedures. The issuance of a Common Access
Card (CAC) to a contractor requires, at a minimum, a completed National Agency Check (NAC),
or what’s considered a trustworthiness check, as well as an initiated National Agency Check with
Written Inquiries (NACI). Companies who employ government contractor personnel will have to
complete and submit the NACI on behalf of the individual prior to their arrival on-site. Contractor
shall complete and submit a NACI on behalf of their employees prior to arrival on-site. This
policy is in accordance with the DoD Physical Security Program, DOD 5200.8-R and the
Contractor Verification System (CVS) Trusted Agent program.

Once the CAC request has been approved, Contractor personnel will proceed to the designated
CAC issuance location identified by the Government sponsor with the appropriate documentation
to support their identification and/or citizenship. The CAC issuance location will then issue the
CAC.

Contractor employees traveling overseas must be eligible to obtain a passport.

Contractor employees shall successfully complete an online Information Assurance (I1A) training
class (approximately 1.5 hours in duration) each year.
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Contractor employees shall fill out a System Authorization Access Request Form (SAAR) to
obtain access to any Government system (remote or otherwise), see Attachment 08

Within 7 working days of termination, the contractor shall adhere to NAVFAC checkout
procedures for the termination and/or collection of all Public Key Infrastructure (PKI), CAC,
NAVFAC Badges, Parking Passes, and Parking Decals. This pertains to NAVFAC support
contractors both on site and off site.

1.3. Background:

The Naval Facilities Engineering Command (NAVFAC) is an Echelon 1l Systems Command
under the Chief of Naval Operations (CNO), with additional authorities and responsibilities from
the Secretary of the Navy (SECNAV). NAVFAC is a global military command with a
Headquarters element and Component Commands that work together as one organizational team.
NAVFAC also provides technical support for Navy expeditionary engineer readiness and doctrine,
and program management support for multiple NAVFAC/CEC/SEABEE programs, including the
Ocean Facilities Program and the Sealift Support Program.

The Naval Facilities Engineering Command (NAVFAC), Command Information Officer (CIO)
has a requirement to provide optimized IT services to a global footprint of internal and external
customers. Today, NAVFAC IT application hosting services is provided by one (1) Omnibus
contract. This Contact is sub-divided into functional categories:

e Enterprise Database Sustainment and Maintenance Support

e Hardware and Internal Network Sustainment and Maintenance Support

e Applications and Technology Stack Sustainment and Maintenance Support

e Emerging Systems and Large Hosting Projects Support

Contractor support services will primarily be at NAVFAC's Information Technology Center
(NITC), Port Hueneme, California. Some may be provided at various NAVFAC activities, as
appropriate. This acquisition is one (1) of four (4) major acquisitions that will encompass all
contractor-provided IT services for NAVFAC. The other three Omnibus Contracts in place for
NAVFAC are Enterprise Business Support - Commercial off the Shelf(EBS-COTS), Enterprise
Business Support - Non Commercial off the Shelf(EBS-NonCOTS)and EOS (Enterprise
Operations Support).

1.4. Obijective:

The objectives of this acquisition is to provide IT services support to the NITC hosting
infrastructure on a 24x7x365 basis required to effectively and efficiently sustain all hosting
services, operating systems, servers, storage devices, databases, technology stacks, and network
components that support the usability and availability of business systems hosted therein. These
IT services support type include:

e Routine and recurring sustainment support for day-to-day operations, sustainment,
monitoring and maintenance of existing hardware, parts replacements, applications
services, operating systems, utility software, internal network, system integration and
interconnectivity, internal network management, troubleshooting, system availability
monitoring, performance optimization, systems tuning and configuration, security
compliance and mitigations, service request fulfillment, software patches, system change
and configuration implementation and tracking, continuous process improvement and
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procedure documentation. This include off-hour call-back support and weekend
maintenance support.

e Surge personnel support for large hosting projects requiring more than 120 billable hours
of effort. Large hosting projects is defined in Section 2.6 of this contract.

2. Definitions as applied to this contract

2.1. Common Operating Environment (COE)

The Common Operating Environment (COE) identifies the layers of the NAVFAC Enterprise hosting
infrastructure, network boundaries/Zones, and the hardware/software/storage platform. Attachment
(02) is a representation of the NAVFAC/NITC Data Center COE.

2.2. Technology Stacks (TS)

The NITC enterprise applications hosting architecture supports distinct and separate technology stacks
based on application requirements, but are inter-related and inter-dependent with each other.
Attachment 03 - Technology Stacks and Hosting Services provides a description of the various
technologies used to support applications and hosting services offered at the NAVFAC Data Center.

2.3. Technology Refresh (TR)

NITC performs periodic replacement of equipment to ensure continuing reliability of equipment and/or
improved speed and capacity. To meet IT roadmaps for consolidation and refresh requirements, NITC
must be able to change rapidly without substantially impacting or reducing capability enhancements
that are coordinated in obsolete solutions. Major technology refresh requiring re-designing the hosting
architecture to better meet technology roadmaps (ie: virtualization, consolidation, cloud computing), is
a viable option for NITC if it meets DOD initiative for server footprint reduction.

2.4. Sustainment and Maintenance

NITC performs routine and recurring day-to-day operational sustainment and technical support of all
hosting services and applications hosted at the NITC hosting center. Maintenance work is normally
performed during non-core hours and weekends to minimize impact to the user community.
Sustainment and maintenance tasks are tracked through the NITC change management process.

2.5. Emerging Systems

NITC maintains a common operating environment (COE) and core technology stack. New systems
that do not conform to the existing NITC hosting COE or Technology Stacks, and require separate
server environment, are considered "emerging" systems. Once the system is fully deployed, it
becomes part of the COE and/or technology stack, and shall require daily sustainment and
maintenance support. Government estimates two (2) occurences of emerging systems within the life of
this contract.

2.6. Large Hosting Projects

These are large scale hosting projects that require more than 120 billable hours of effort. These require
a pool of subject matter experts which include: architects, engineers, project managers, vendor-
specific consultants and technical SMEs. The 120 billable hours shall not include wait-time for other
actions which include: 1A accreditation, commodity acquisition, NMCI network decision meetings,
and software portfolio update. Large hosting projects can include:
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Converting and migrating from legacy systems
Major hardware refreshes

Technology stack or COTS version upgrades
Establishing new hosting service platforms
Emerging technologies and delivery techniques
New software deployments

e New business system hosting support

2.7. Continuous Process Improvement (CPI)

The NITC hosting center maintains processes and procedures for standardization. These processes
and procedures are based on CMMI and ITIL framework and industry's best practices. Government-
initiated audits are conducted to ensure these processes and procedures are followed and maintained.
All employees of the hosting facility (both government and contractors) shall comply with established
processes and continually update SOPs within their area of responsibility.

2.8. Government-Approved Outages

The NITC maintains a calendar of approved maintenance schedules that require system outages.
These are usually done during non-core hours and weekends in response to warning messages and
system alerts that can eventually lead to major system crashes . Government-approved outages
include: (1) scheduled weekend maintenance, (2) scheduled system maintenance during the week due
to system issues/failures, and (3) critical IA/IAVA/INFOCON/SRR implementations which could
happen during the week.

2.9. Application Virtualization

Application Virtualization describes technologies that improve portability, manageability and
compatibility of applications by encapsulating them from the underlying operating system on which
they are executed. A fully virtualized application is not installed in the traditional sense, although it is
still executed as if it were. The application is fooled at runtime into believing that it is directly
interfacing with the original operating system and all the resources managed by it, when in reality it is
not. In this context, the term "virtualization™ refers to the artifact being encapsulated (application),
which is quite different to its meaning in hardware virtualization, where it refers to the artifact being
abstracted (physical hardware). CDA (for GOTS) and software vendor (for COTS) support must be
obtained prior to implementation in the NITC hosting environments.

2.10. Hardware Virtualization

Hardware virtualization is a virtualization of computers or operating systems. It hides the physical
characteristics of a computing platform from users, instead showing another abstract computing
platform. NITC is using VMWare and Solaris Container Virtualization Software to control
virtualization. Hardware and operating systems virtualization is an on-going effort at the NAVFAC
Data Center hosting facility to comply with DON's server footprint reduction initiative.

2.11. Storage Virtualization and Consolidation

Storage virtualization is the pooling of physical storage from multiple network storage devices into
what appears to be a single storage device that is managed from a central console. NITC uses NetApp
to control storage from EMC and NetApp

Storage consolidation is an ongoing effort at NITC to standardize and consolidate storage needs on
the NetApp SAN System.
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2.12. Deliverables

Contract Deliverables: Deliverables starting with the letter "C". These are core contractual
deliverables with required completion dates, and are integral to the successful delivery of the hosting
contract. Examples include but not limited to: key positions are occupied with fully qualified
personnel, large projects are successfully completed as scheduled. Incentives may be offered for early
completion without incurring additional cost to the government.

Performance Deliverables: Deliverables starting with the letter "P*. These are compliance
requirements that shall be met by all personnel (government and contractors) in the hosting facility to
ensure all NITC standard business processes are complied with. Examples include but not limited to:
use of checklists to ensure system change and configuration changes are tracked; SOPs are properly
maintained for continuous process improvement. Incentives may be offered for excellent services
provided for maintaining high availability and high performing systems.

2.13. Knowledge and Skill Levels

Entry-Level: Applies fundamental concepts, processes, practices, and procedures on
technical assignments. Performs work that requires practical experience
and training. Work is performed under supervision.

Journeyman: Possesses and applies expertise on multiple complex work assignments.
Assignments may be broad in nature, requiring originality and innovation in determining how to
accomplish tasks. Operates with appreciable latitude in developing methodology and presenting
solutions to problems. Contributes to deliverables and performance metrics where applicable.

Senior: Possesses and applies a comprehensive knowledge across key tasks and high impact
assignments. Plans and leads major technology assignments. Evaluates performance results and
recommends major changes affecting short-term project growth and success. Functions as a
technical expert across multiple project assignments. May supervise others.

Master: Provides technical/management leadership on major tasks or technology assignments.
Establishes goals and plans that meet project objectives. Has domain and expert technical knowledge.
Directs and controls activities for a client, having overall responsibility for financial

management, methods, and staffing to ensure that technical requirements are met. Interactions involve
client negotiations and interfacing with senior management. Decision making and domain knowledge
may have a critical impact on overall project implementation. May supervise others.

2.14. Acronyms

ACNO-IT - Assistant Chief of Naval Operations for Information Technology
ACTR - Assistant Contract Technical Representative (NMCI Term)
AHF — Application Hosting Facility

ANACI — Access National Agency Check with Inquires

AQL —Acceptable Quality Level

ASDP — Abbreviated Systems Decision Paper

ASP — Active Server Page?

ATL — Automated Tape Library

B2B - Business to Business

BCA — Business Case Analysis

BCP — Business Continuity Plan

BMS - Business Management System

BOY - Beginning of (Fiscal) Year

(e}
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BPM — Business Process Monitor (key piece of performance monitoring software)
C&A - Certification and Accreditation

CA - Certification Agent

CAC - Common Access Card

CARS - Cyber Asset Reduction and Security

CCB - Configuration Control Board

CCR - Central Contractor Registration

CCM - Configuration & Change Management

CCMP - Configuration & Change Management Plans

CDA - Central Design Agency

CEC - Civil Engineering Corps

ClI - Configuration Item

CIAM - Command Information Assurance manager

CIO — Command Information Officer

CLIN - Contract Line Item Number

CM - Configuration Management

CMMI - Capability Maturity Model Integration

CMP - Configuration Management Board

CNO - Chief of Navy Operations

COB - Close Of Business

COE - Common Operating Environment

CONUS - Continental United States

COOP - Continuity of Operations Plan

COR - Contracting Officer’s Representative

CosS - Continuity of Service

COTS - Commercial-off-the-shelf

CPI - Continuous Process Improvement

CPU — Central Processing Unit

CTR - Contract Technical Representative (NMCI term)
CVS - Contractor Verification System

CYE - Calendar Year End

DAA - Designated Approval Authority

DADMS - Department of the Navy Applications and Database Management System
DBMS — Data Base Management System

DCPDS - Defense Civilian Personal Data System

DECC - Defense Enterprise Computing Center

DEERS - Defense Enrollment Eligibility Reporting System
DFAR - Defense Federal Acquisition Regulation

DIACAP — DoD Information Assurance Certification and Accreditation Process
DISA — Defense Information Systems Agency

DITSCAP - DoD Information Technology Security Certification and Accreditation
Process

DMS — Defense Messaging System

DoD - Department of Defense

DODD - Department of Defense Directive

DODI - Department of Defense Instruction

DON - Department Of Navy

DR - Disaster Recovery

DSS — Decision Support System

DWAS - Defense Working capital fund Accounting System
El — Enterprise Integration

E2E - End to End

EOY - End Of (Fiscal) Year

EP — Execution Plan

ESRI - Environmental Systems Research Institute (a leading geographic information
systems vendor)
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EUL - End User Layer

FAM — Functional Area Manager

FAR — Federal Acquisition Regulation

FAQ - Frequently Asked Questions

FEC - Facilities Engineering Command

FISMA - Federal Information Security Management Act
FMO - Financial Management Office

FTE - Full-Time Equivalent

FY — Fiscal Year

GF — General Fund

GIS — Geographic Information Systems

GPO - Group Policy Objects

GPS - Global Positioning System

HVAC - Heating, Ventilation and Air Conditioning
HTMLDB - Hyper Text Markup Language Data Base (an Oracle Portal Development
Environment)

IA — Information Assurance

IAM — Information Assurance Manager

IAO - Information Assurance Officer

IAT — Information Assurance Technical

IAVA - Information Assurance Vulnerability Alert
IAVB - Information Assurance Vulnerability Bulletin
IAW — In Accordance With

IAWF - Information Assurance Work Force
IMMEDIATE - No more than 30 minutes

INFOCON - Information Operations Condition
INFOSEC - Information Security

IPT — Integrated Product Team

IT — Information Technology

ITIL - Information Technology Infrastructure Library
IV&V - Independent Verification and Validation
J2EE - Java Version 2 Enterprise Edition

JPAS - Joint Personal Adjudication System

JSP - Java Server Pages

LDAP — Lightweight Directory Access Protocol

LNS - Legacy Network Shutdown

LUN - Logical Unit

HPQC - HP Quality Center (Formerly Mercury Quality Center)
NACLA - National Agency Check with Local Agency
NAS — Network Attached Storage

NASP - NAVFAC Application Service Provider
NAVFAC - Naval Facilities Engineering Command
NBVC - Navy Base Venture County

NET — Navy Enterprise Transportation

NGEN - Next Generation (Navy-owned network)
NAVNETWARCOM - Navy Network Warfare Command
NFELC — Naval Facilities Expeditionary Logistics Center
NITC — NAVFAC Information Technology Center
NMCI — Navy Marine Corps Intranet

NTR — Navy Technical Representative

NWCF — Navy Working Capital Fund

OAPEX - Oracle Application Express

OAS - Oracle Application Server

OCONUS - Outside Continental United States

OCB - Operations Control Board

OCS - Oracle Collaboration Suite
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ODAA - Operations Designated Approval Authority

OEM - Oracle Enterprise Manager

OFM - Oracle Fusion MiddleWare

OID - Oracle Internet Directory

OLTP - On Line Transactional Processing

ONE-NET - OCONUS Navy Enterprise Network

OO - Ordering Officer

OS - Operating System

OST - Operational Support Team

PBSOW - Performance Based Work Statement

PEO-EIS — Program Executive Office for Enterprise Information Systems
PKE - Public Key Enabling

PKI - Public Key Infrastructure

POA&M - Plan of Actions and Milestones

POC - Point Of Contact

PW - Public Works

PWS — Performance Work Statement

QAJ/CM - Quality Assurance/Configuration Management

QASP - Quality Assurance Surveillance Plan

QC - Quality Control

QI Session - Quality Improvement Sessions (Process Validation/Audit)
QTP — Quick Test Professional

RDMBS - Relational Data Base Management System

RFA — Request for Action

RFC - Request for Change

ROI — Return on Investment

SA — System Administrator

SAAR - System Authorization Access Request

SAN - Storage Area Network

SCADA - Supervisory Control and Data Acquisition

SECNAYV - Secretary of the Navy

SDE - Spatial Data Engine

SDP — System Decision Paper

SLIN — Sub Line Item Number

SPAWAR — Navy Space Warfare Command

SPM - Single Platform MAXIMO®

SRR - System Readiness Review

SSBI - Single Source Background Investigation

SSL — Secure Sockets Layer

ST&E - Security Test & Evaluation

STIG - Security Technical Implementation Guide

TF — Task Force

Tier 1 support — Response and routing of user initiated telephone help calls, emails and
online submissions from the CIO Support Tracking System on the NAVFAC Portal.
Tier 2 support — Advanced response to help calls referred from Tier 1.
TOM — Task Order Manager

TPS — Test Plan/Script

TR - Technology Refresh

TRM - Total Resource Management

TS - Technology Stack

TSO — Time Sharing Option

UPS — Uninterrupted Power Supply

USC - US Code

VUGen - Virtual User Generator (Mercury product for creating monitoring plans and
scripts)
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3. Enterprise Hosting Services (EHS) Contract Description And Deliverables

Introduction/Summary All tasks in this contract require IAT Level Il “privileged access”, Refer to
paragraph 1.2.1, Clearances and Licensing for mandated requirements, and SECNAV M-5239.2
(Appendix G - OS Commercial Certification). Services and functions required include recurring
sustainment requirements and surge requirements described below.

A. Hardware, Operating Systems, Utility Tools, and Internal Network Sustainment Support
These are recurring and routine day-to-day tasks that support the daily operations, maintenance
and sustainment of all hosting infrastructure across all environments. Description of work are
detailed in Section 3.1, and Section 3.4 thru Section 3.7. Skill level requirements range from
entry-level to journeyman level unless otherwise specified.

General work requirements include:

1) Server builds, server/parts replacement, cloning, configuration. Includes SUN/Oracle, Dell
and HP platforms in physical and virtual environments, rack placement, asset tagging and
labeling.

2) Operating System and other administration software installation, configuration, and
maintenance. Includes patches, release updates, component updates, system log reviews,
archiving.

3) Citrix Infrastructure Management (XenApp Server, XenApp Client/Desktop) including
software/tools installations, client access, printer setup, user profile management

4) System tuning, service availability monitoring, performance optimization

5) Network device management and administration. Includes Domain Name Servers,
Lightweight Directory Access Protocol, Domain Controllers, Network Switches and panels,
Cables,

6) Internal network management. Includes cabling, inter-connection, end to end cable labeling,

7) Enterprise Shared Storage management and allocations. Includes drive/parts replacements,
usage monitoring, system alert monitoring and troubleshooting, redundancy configuration,
capacity planning, and provisioning. Storage infrastructure include: Sun/Oracle, EMC,
NetApp, DataDomain

8) Backup management and administration. Includes reviewing backup logs, re-running jobs,
automating backup jobs, scheduling jobs, data replication to COOP/DR site

9) Vulnerability assessments, STIG and FISMA compliance. Including administration and
management of available security tools (example: NESSUS, HBSS, RETINA, TRIPWIRE)

10) Service Request Fulfillment. This includes all service requests received via the
Service Tracking System (STS), or emails and phone calls from senior management or from
the NITC Operations Watch for any call-back off-hours service support.

11) Standardization, Continuous Process Improvement and Documentation. This includes
writing scripts and shell codes for automating recurring tasks, developing/modifying system
administration processes, change and configuration tracking

Skill sets required to fulfill this requirement include :
e Server Administrators (Solaris, Linux, Windows, Citrix)
e  Storage Administrators
e  Backup Administrators
e VMWare Administrators

At a minimum, the Contractor shall provide qualified and skilled resources for key positions
identified in Attachment 04 to sustain the day-to-day operations of the hosting infrastructure.

Contract Deliverables:
CO0001 - Fully qualified and skilled personnel for Key Positions #1 thru #4
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B. Enterprise Database Sustainment Support
These are recurring and routine day-to-day tasks that support the daily operations, maintenance
and sustainment of all enterprise databases hosted across all environments. Database platforms
currently hosted include: Oracle Enterprise RDBMS, MSSQL Server, SYBASE. Most database
environments are configured on stand-alone server platforms. Mission critical databases are
configured for redundancy using Oracle RAC, Oracle Dataguard, MSSQL Cluster. Description of
work are detailed in Section 3.2, and Section 3.4 thru Section 3.7. Skill level requirements range
from journeyman to senior level unless otherwise specified.

General work requirements include:

1) Installation, configuration, and maintenance of database software suite, and other database
administration tools. This includes patches, release updates, one-off patches, component
updates, client software, plug-ins.

2) Database/instance creation, configuration, management and administration. This includes
datafiles, tablespaces, tables, schema, ddl & dml objects.

3) Resource usage monitoring, augmentation and cleanup. This includes storage, memory, CPU,
network bandwidth and throughput,

4) Database system tuning, service availability monitoring, performance monitoring and
optimization, SQL script analysis and tuning

5) Client server connectivity, system interface and integration, external & internal links

6) User access and privileges management

7) Backup and restoration using manual and automated methodologies. Includes reviewing
backup logs (from RMAN, scripts, and other backup utilities), scheduling, recovery testing to
ensure integrity of backup jobs, fixing and re-running jobs

8) Vulnerability assessments and FISMA compliance. Includes performing database SRR scans,
mitigations, and resolutions; quarterly Oracle CPU patches; IAVs

9) Service Request Fulfillment received via Service Tracking System (STS), emails and phone

calls from senior management or from the NITC Operations Watch for any call-back off-

hours service support. This include promotion requests from various CDA developers.

Standardization, Continuous Process Improvement and Documentation. This includes writing

scripts and shell codes for automating recurring tasks, developing/modifying database

administration processes, change and configuration tracking

10

~

Skill sets required to fulfill this requirement include :
e  Oracle Database Administrators
e MS SQL Server Database Administrators

At a minimum, the Contractor shall provide qualified and skilled resources for key positions
identified in Attachment 04 to sustain the day-to-day operations of enterprise databases hosted at
the NAVFAC Data Center.

Contract Deliverable:
C0002 - Fully qualified and skilled personnel for Key Positions #5 and #6

C. Applications and Technology Stack Sustainment Support
These are recurring and routine day-to-day tasks that support the daily operations, maintenance,
and sustainment of all technology stacks supporting all business systems hosted across all
environments. Core technology stacks include: Oracle; Microsoft; SAP; ESRI; HP; Adobe; IBM;
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F5. Specific software products are listed in Attachment 03 - Technology Stacks and Hosting
Services. Applications technology stack infrastructure configuration varies from stand-alone to a
multi-server multi-tier redundant and scalable configuration. Deployment techniques are either
Web-based or CITRIX-based. Description of work are detailed in Section 3.3 thru Section 3.7.
Skill level requirements range from entry-level to journeyman level unless otherwise specified.

General work requirements include.

1) Installation, configuration, and maintenance of application software suites listed above and
their supporting components, tools and plugins. This include patches, release updates, one-off
patches, component updates, client software & add-ons.

2) Configuring and maintaining redundant and high-available application configuration

3) Configuring and monitoring system interfaces, integration, user connectivity

4) Configuring secure application delivery using encryption methodologies which include:
secure socket layer (SSL) or Transport Layer Security (TLS) for all business systems
(includes: HTTPS, SFTP)

5) Integration between common access card (CAC) and public key infrastructure (PKI)/single
sign-on (SSO) for secure application access

6) Managing user access, accounts and system privileges

7) Managing application and web services, monitoring service availability

8) Application performance tuning and optimization

9) Resource usage monitoring, augmentation and cleanup. This includes storage, memory, CPU,
network bandwidth and throughput

10) Client server connectivity, system interface and integration, user access and privileges
management

11) Vulnerability assessments including IAV patching, quarterly CPU updates, SRR/STIG fixes
and mitigations, IA POA&M actions. This includes security implementations for web servers
and application servers

12) Service Request Fulfillment received via Service Tracking System (STS), emails and phone
calls from senior management or from the NITC Operations Watch for any call-back off-
hours service support. This include code promotion requests from various CDA developers.

13) Standardization, Continuous Process Improvement and Documentation. This includes writing
scripts and shell codes for automating recurring tasks, developing/modifying system and
application administration processes, change and configuration tracking

Skill sets required to fulfill this requirement include :
Maximo System Administrators

Oracle Application Administrators

GIS Application Administrators
Citrix-based Application Administrators
COGNOS Systems Administrators

HP Software Systems Administrators

1IS Web Site Administrators

MS Sharepoint Administrators

At a minimum, the Contractor shall provide qualified and skilled resources for key positions
identified in Attachment 04 to sustain the day-to-day operations of the technology stacks
infrastructure and all business systems hosted therein.

Contract Deliverable:
C0003 - Fully qualified and skilled personnel for Key Positions #7 and #8
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D. Emerging Systems and Large Projects Support
Surge requirements for large hosting projects requiring more than 120 billable hours of effort.
See Section 2.6 for the definition of "large hosting projects”. The NAVFAC Data Center
estimates approximately two to three large projects per year requiring additional personnel with
specialized skill-sets in functional areas A, B and C above. Work requirements are described in
Section 3.7. Skill level requirements range from senior level to master level unless otherwise
specified.

General work requirements include:

e Technical consulting, researching, analyzing, project planning, system architecture and
design, infrastructure topology, network engineering, and presentation of recommendation to
management

e Hands-on technical implementation (includes installation, configuration, integration,
migration from legacy systems, and systems deployment)

e  System documentation, transitioning to in-house support (includes: training in-house
support)

Skill sets required to fulfill this requirement vary from each project.
Contract Deliverable:

CO0004 - Fully functional and documented system
CO0005 - Fully trained in-house support
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3.1. Hosting Infrastructure Operations, Sustainment, and Maintenance Support

3.1.1  Server Administration

Background: The NITC server infrastructure currently include approximately 200+ physical
servers and 300+ Operating systems.

The NAVFAC Data Center is implementing it's IT Roadmap initiative to comply with Navy's
effort of server footprint reduction, Green IT, consolidation and virtualization. The goal is to
reduce the number of physical servers up to 45% within a three-year period from the start of this
contract, but still be able to provide IT services required to host and support all business systems
listed in Attachement 01 without impact to availability and performance.

Server Administration Services include: Backup and Restoration Services, Host Base Security
System, Domain/User Administration, Vulnerability Assessment, Shared Storage Services, Mail
Relay Services, Secure File Transfer Services, Secure Server Access Services, Secure Application
Delivery Service, Citrix Infrastructure Management Service, Infrastructure Management Service,
Port and Protocols Management Service, Software and Hardware Life Cycle Management
Support.

3.1l1la Server build and configuration

Overview: The contractor shall provide technical support in installing, building, and
configuring all servers which include: HP, Dell and Sun/Oracle servers that comprise the
NITC hosting environments (ie: DevCOIl and EDMZ). This includes hardware support
for ongoing installation, configuration and maintenance of all servers running Microsoft
Windows, RedHat Linux, and SUN/Oracle Intel operating systems; development,
implementation and maintenance of configuration standards and technical server
administration procedures; and administration of network devices (ie: Domain Name
Servers, Active Directory, LDAP, network devices, peripheral devices, switches, cables,
port panels).

The contractor shall coordinate, discuss, and validate tasks requirements and system
impacts, hardware and software resource availability, and prioritization with the
Government Technical Lead or designated representative.

The Contractor shall attend meetings dealing with servers related issues (i.e., support,
maintenance, changes and/or upgrades) and communicate those issues to the government
technical lead or designated representative.

The contractor shall provide hardware services support to prepare for and conduct load
testing. Load testing shall be conducted to identify impacts to system performance and to
identify performance bottlenecks. All load testing activities shall be performed on the
environment designated by the Government.

The contractor shall provide hardware services support for the COOP/DR site.

Work Description: The contractor shall be responsible for the installation,
configuration, and sustainment of all servers which include: HP, Dell, and Sun/Oracle
servers running Microsoft Windows, Redhat Linux and Sun/Oracle operating systems.
This will include but not be limited to the daily, weekly and monthly sustainment and
maintenance of each hardware device. Tasks shall be performed in accordance with
established NITC change management procedures. This includes the following tasks:
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o

Working with DBA and Application Administration staff to determine optimal
hardware system configuration.

Updating servers with newer hardware components and parts.

Participating in the testing of system software and hardware components.
Configuring servers for load balancing, redundancy, and fail over.
Configuring servers for standalone or virtual environment as required.
Capacity monitoring and management

Oo0O0OO0Oo

Objectives:
Provide server builds and configuration for the hosting environments

Provide server builds and configuration for the COOP/DR site
Comply with standard hardware configuration

Troubleshoot hardware problems.

Provide server availability, optimization, and tuning.

Comply with servers life cycle management

Coordinate server changes to the COE

GmMmMoOow>

Performance Deliverables:

P0001 - Standard Dell Server Standalone Configuration Checklist
P0002 - Standard Dell Server Virtual Configuration Checklist

P0003 - Standard HP Server Standalone Configuration Checklist

P0004 - Standard HP Server Virtual Configuration Checklist

P0005 - Standard Sun/Oracle Server Standalone Configuration Checklist
P0O006 - Standard Sun/Oracle Server Virtual Configuration Checklist

3.11b Software Installations, Updates and Configuration

Overview: The contractor shall provide technical support in installing and configuring
all operating systems and other server administration tools that support the NITC hosting
environments (ie: DevCOIl, EDMZ and COOP/DR). This includes technical support for
ongoing installation of software release updates and version upgrades, configuration, and
maintenance patches of all server administration tools and operating systems (ie: MS
Windows Enterprise/Standard, RedHat Linux/Redhat, and Sun/Oracle Solaris);
development, implementation and maintenance of configuration standards and
administration procedures; and administration of network protocols and services that
support applications hosted in each server.

The contractor shall coordinate, discuss, and validate tasks requirements and system
impacts, software license availability, and prioritization with the Government Technical
Lead or designated representative.

The Contractor shall attend meetings as needed dealing with OS related issues (i.e.,
support, maintenance, changes and/or upgrades) and communicate those issues to the
government technical lead or designated representative.

The contractor shall provide OS services support to prepare for and conduct load testing.
Load testing shall be conducted to identify impacts to system performance and to identify
performance bottlenecks. All load testing activities shall be performed on the
environment designated by the Government.

The contractor shall provide operating system services support for the COOP/DR site.
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Work Description: The contractor shall be responsible for the installation and operation

of all Operating System (OS) and server administration tools in the NITC hosting
environments. This will include but not be limited to the daily, weekly and monthly
sustainment and maintenance of each operating systems. Tasks shall be performed in
accordance with established NITC change management procedures. This includes the
following tasks:

0 Research, analyze impact, install, and test software updates, patches and hot
fixes.

0 Manage and maintain user and group accounts and Group Policy Objects (GPO).

o0 Provide support for user and file management (ie: local accounts, file sharing,
drive mappings, file permissions, security profiles)

o Ensuring compatibility of utility and applications software with the OS.

o Ensure connectivity and interoperability between systems.

0 Understand and comply with STIG (Security Technical Implementation
Guidelines), SRR (System Readiness Review), and Information Assurance
Vulnerability Alert/Bulletin (IAVA/B) guidance that applies to the operating
system platforms in the hosting environment.

o0 Work with DBA and Application Administration staff to troubleshoot and
resolve operational problems.

o0 Participate in the testing of system software components.

0 Schedule newly configured system for backup to include operating systems and
file systems

0 Develop and test scripts to automate recurring system administration functions
and provide supporting documentation.

Objectives:

A. Provide software installation and configuration for the hosting environments

B. Provide software installation and configuration for the COOP/DR site

C. Comply with standard operating systems configuration

D. Troubleshoot operating system problems.

E. Provide operating systems optimization, and tuning.

F. Comply with software life cycle management

G. Coordinate operating system changes to the COE

Performance Deliverables

P0007 -
PO0O08 -
P0009 -
P0010 -
POO11 -

Standard Windows OS Standalone Configuration Checklist
Standard Windows OS Virtual Configuration Checklist
Standard Linux/RedHat OS Standalone Configuration Checklist
Standard Linux/RedHat OS Virtual Configuration Checklist
Standard Solaris OS Standalone Configuration Checklist

P0012 - Standard Solaris OS Virtual Configuration Checklist
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3.1.2 Enterprise Storage Administration

Background: NITC owns and maintains four Netapp v3160 controllers and one Netapp FAS
v3140 controller with over 800 Terabytes of raw storage capacity of both SAS and SATA drives.
The Netapp devices support production data with the v3160 controllers supporting primary site
storage and the FAS v3140 supporting COOP storage. NITC also has three Sun 6540 storage
systems that support pre-production storage. NITC supports NAS, SAN and CIFS/NFS storage
allocations.

3.12a Enterprise Storage Configuration

Overview: The contractor shall be responsible for basic management of the enterprise
shared storage systems. The contractor shall ensure all shared storage systems are
operating as expected, replication between primary and COOP controllers is operating
and that interfaces to backup storage are configured properly

The contractor shall coordinate, discuss, and validate requirements and prioritization with
the Government Technical Lead or designated representative.

The contractor shall provide hardware services support for the COOP/DR site.

The Contractor shall attend meetings dealing with storage related issues (i.e., support,
maintenance, changes and/or upgrades) and communicate those issues to the government
technical lead or designated representative.

Work Description: The contractor shall be knowledgeable in configuring redundant

storage systems for high availability and data integrity. This includes the following tasks:
o0 Configure, maintain, and monitor data replication between NITC hosting facility

and the COOP/DR site

o0 Configure, maintain, and monitor interconnectivity between the storage device

and client servers

Monitor system alerts, troubleshoot and resolve problems

Work with government technical lead or vendors for parts replacements to

resolve hardware problems

Develop and maintain storage configuration item checklist

Coordinate storage configuration changes to COE

Track changes to the systems

Develop, execute and maintain roll-back procedure to ensure the system can be

restored to its previous working state.

Develop and maintain storage architecture diagram showing drive capacity,

connections, RAID configuration.

0  Comply with hardware life cycle management

o0 Comply with NITC Change Management and Configuration Management
procedure

0 Perform capacity planning and management

O 0O0O0 O O

o

Obijectives:
A. Ensure that all storage systems are configured to support replication to

COOP/DR site

B. Ensure that all storage systems are configured to support backup operations.

C. Ensure that all storage systems are configured to support various types of
storage allocations (NAS, SAN, CIFS/NFS)

D. Ensure that all systems can be restored back to its previous working state during
failed maintenance.

Performance Deliverables:
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P0013 - SAN Storage configuration checklist
P0014 - NAS Storage configuration checklist
P0015 - CIFS/NFS Storage configuration checklist
P0016 - SAN Device architecture diagram

3.12b Storage Allocation

Overview: The contractor shall be responsible for allocating, and deallocating storage as
required. The contractor shall have working knowledge of properly allocating storage
and a good understanding of NITC's COOP requirements and storage limitations.

The contractor shall coordinate, discuss, and validate requirements and prioritization with
the Government Technical Lead or designated representative prior to
allocating/deallocating storage.

Work Description: The contractor shall be responsible for executing storage allocation
requests. Tasks include:

o0 Allocating new storage, deallocating existing storage, and modifying capacity of
existing storage allocation.

o0 Complying with change and configuration management policies to ensure
storage requests are approved.

o For new or additional storage requests, the contractor shall confirm with
government technical lead or designated representative prior to executing the
request. The contractor shall perform analysis of new storage requests and
provide configuration recommendation.

o0 Continuously track and report storage useage

0 The contractor shall track allocations/deallocations and coordinate such changes
to COE.

0 Provide storage alloction services for COOP/DR site

Objectives:
Ensure production storage is allocated properly to maintain replication process

with COOP site.

Monitor storage useage and allocation of the COOP/DR site.
Ensure storage types are properly configured.

Report on storage utilization and growth trends

Comply with NITC change and configuration management policies.

>

mooOw

Performance Deliverables:
PO017 - Storage Utilization and Growth Trends Report
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3.1.3 Backup Administration

Background: NITC uses several backup systems as part of its integrated backup
strategy. These systems include: Oracle/Sun x4540 (Thumper) servers, EMC Data
Domain DD880 virtual tape library, Oracle/Sun Sparc and StorageTeck SL500 tape
backup devices. NITC runs EMC Networker Enterprise Backup software on all servers
to run backup jobs. All of these systems are used as part of NITC’s backup strategy. The
process is designed to pass data between systems as the data is passed through the backup
process.

3.13a Backup Device Configuration

Overview: The contractor shall be responsible for installation, managing and
configuring the backup system.

Work Description: The contractor shall ensure that all backup devices are
configured according to NITC specifications. Tasks include:
0 The contractor shall be able to add additional devices in order to expand the
capacity of each system. This may include adding a tape drive to the
SL500 library or adding a disk shelf to the DD88O0.
O The contractor shall ensure the devices continue to operate as required after
failed components are replaced.
o0 Comply with change and configuration management policies to changes to
backup systems are approved.
0 The contractor shall track all changes and coordinate such changes to COE

Objectives:
A. Ensure all backup devices are working properly

B. Configure to reduce data duplication
C. Configure to compress data as much as possible.

Performance Deliverables:
P0018 - Standard Backup Device Configuration Checklist

3.1.3.b Backup jobs management

Overview: The contractor shall configure, manage and administer all backup jobs
using the EMC networker to execute server system backups. The contractor shall be
knowledgeable with capacity-based license model that allows it to run backup jobs
against all servers and pays for the amount of data that is backed-up.

Work Description : The contractor's tasks include:
0 Scheduling backup jobs on all servers and storage devices.
0 Monitoring backup jobs to ensure they complete successfully.
0 Resolve backup job errors and failures as they occur.
0 Create tape backups and package for off-site storage

Obijectives:
A. Ensure all operating systems, file systems, application data are backed-up

B. Mimize impact of backup jobs.

Performance Deliverables:
P0019 — Daily report identifying the status of previous night's backup
P0020 — Daily report identifying the progress of resolving backup job failures.
P0021 — Monthly report confirming that all servers have backup jobs scheduled.
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3.1.4  Networking and inter-connectivity

Background: NITC administrators manage the internal network and inter-connectivity
while working closely with the Navy's network provider, NMCI/NGEN, in enabling end-
user access to the systems. Attachment 02 describes the NITC hosting regions which
include DevCOI (Experimental, Development, Test) and eDMZ (Acceptance, Production,
COOP/DR).

Overview: The contractor is responsible for configuring and managing NITC's internal
network and inter-connectivity while working closely with the Navy's network provider,
NMCI, to allow end-users access to systems hosted at NITC. The NITC hosting regions
include DevCOI (Experimental, Development, Test) and eDMZ (Acceptance, Production,
COOP/DR). In addition, NITC maintains a backend network to allow management and
communication between servers and storage devices. NITC Networking devices include
Brocade, Foundry, and Juniper.

NITC owns and maintains 19 Brocade SAN fiber channel switches, 26 Foundry gigabit
network switches, 2 Infiniband switches and 2 Juniper 10gE switches that support all
storage and backup data transfer requirements for NITC.

The contractor shall attend meetings as required dealing with networking and
interconnectivity issues, and communicate to government technical leads or designated
representatives.

The contractor shall provide remote support for administering the internal network
supporting the COOP/DR site

Work Description: The contractor shall be responsible for the installation, maintenance
and operation of the network infrastructure devices in the NITC hosting environments.
This will include but not be limited to the daily, weekly and monthly sustainment and
maintenance of each network device. Maintenance will be performed in accordance with
established NITC change management procedures. This includes the following tasks:
0 Manage and maintain the configuration of all network devices.
Ensuring compatibility between 1gE and 10gE connections..
Research, analyze impact, install and test patches and hot fixes.
Ensure connectivity and interoperability between servers and clients.
Comply with STIG (Security Technical Implementation Guidelines), SRR
(System Readiness Review), and Information Assurance Vulnerability
Alert/Bulletin (IAVA/B) guidance that applies to the network system platforms
in the hosting environment.
0 Add, modify or remove physical connections between network devices and
servers.
o0 Participate in the testing of network hardware components.
0 Comply with NITC change management policies and procedures

O o0o0OO0

Obijectives:
A. Provide server inter-connectivity and system integration
B. Provide technical support in troubleshooting NMCI network issues
C. Maintain all NITC owned network devices and ensure accessibility to all servers
D. Develop and maintain tracking inventory of all network devices, IPs, ports, and

protocols

Performance Deliverables:
P0022 - Network Tracking Inventory
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3.1.5 Optimization and Performance Tuning
Overview: Optimization is an ongoing task required for successful hosting operation.

Work Description: The Contractor shall perform optimization and tuning in all areas of
the hosting infrastructure (ie: servers, operating systems, storage and backup). Tasks
include monitoring performance, analysis of results, recommendation for
optimization/tuning, implementation, performance validation, and documentation of
changes.

The contractor shall gather and provide system utilization statistics for management
reporting; monitor systems for resource-intensive activity and take corrective action
when necessary; perform capacity planning and system benchmarking; monitor space,
CPU and memory usage on servers; and analyze, optimize and tune the system for
optimum performance.

The contractor shall provide technical support to prepare for and conduct load testing.
Load testing shall be conducted to identify impacts to system performance and to identify
performance bottlenecks. All load testing activities shall be performed on the
environment designated by the Government.

Obijectives:
A. Provide recommendations for optimization and performance tuning.
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3.1.6  Software and Hardware Maintenance Support

Overview: NITC is responsible for taking all steps necessary to ensure the health and
optimal operation of all servers, operating systems, backup and storage devices.
Software and Hardware Maintenance Support refers to recurring tasks that are not
explicitly assigned but that are required in order for the continuous operation of the
hosting infrastructure. These tasks are normally performed during non-core hours and
weekends.

Work Description: The contractor shall identify all recurring maintenance tasks
necessary to maintain the operation of the servers, operating systems, backup and storage
devices. Maintenance tasks include those tasks identified by the government as
mandatory, and items identified by the contractor as necessary to maintain the operation
of the hosting environments. Tasks include but are not limited to:
e Archive log files
Defragmenting storage space
Locking/deleting obsolete accounts
Update anti-virus signatures
Update configuration baselines
Run system integrity diagnostics
Apply patches, hot fixes, and updates
Scan for unauthorized files/accounts/passwords
Execute security scans and fix vulnerabilities
Install/repair/replace hardware devices and peripheral devices
e Update maintenance spreadsheet
e Test all maintenance tasks and ensure successful completion of all tasks

For maintenance tasks not completed on schedule, the Contractor shall provide document
stating reasons for delay.

The contractor shall comply with NITC change and configuration management
procedures.

Obijectives:
A. ldentify and successfully complete all maintenance tasks as scheduled

B. Test all maintenance tasks prior to implementation in production

C. Develop roll-back procedure for major maintenance tasks to ensure service
recovery

D. Coordinate maintenance tasks to impacted system stakeholders

Deliverables:
P0023 - Maintenance tasks list and status
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3.1.7 Hardware Refresh

Background: Periodic hardware refreshes occur in order to ensure all systems are fully
supported by the vendor, and to ensure systems do not reach obsolescence that will
impact systems availability.

Overview: The contractor shall support ongoing server refreshes to ensure up-to-date
and valid vendor support. The contractor shall identify hardware resources that are
needing replacements and provide installation and configuration supports necessary to
bring devices on-line.

Work Description: The contractor shall develop detail work schedule and technical
steps needed to:

0 Migrate legacy systems to new systems
Analyze, test, configure systems in either stand-alone or virtual environment
Analyze, test, configure systems interfaces and interconnectivity
Install operating systems and related components
Transfer applications and data to the new hardware

O O0OO0Oo

The contractor shall continuously identify hardware resources that are nearing end-of-
warranty or end-of-service/life, and notify government technical lead or designated
representative for appropriate replacement acquisition action.

The contractor shall have knowledge of and familiarity with NITC's virtualization
technology, and systems high-availability and redundancy requirements.

The contractor shall be able to identify networking and hardware components that can
provide efficient deployment of refreshed servers.

The contractor shall implement and maintain a high-available and redundant architecture
while performing technology refreshes.

The contractor shall comply with established NITC change management policies, and
NITC Life Cycle Management procedures.

Objectives:
A. Ensure all servers, network and storage devices have current maintenance and

warranty contracts to prevent obsolescence or end-of-service (EOS) or end-of-
life (EOL).

B. Develop strategy for implementing new server or storage replacements without
major impact to services and applications hosted at the NITC

C. Perform risk analysis and compatibility issues prior to full implementation

D. Minimize outages during the refresh.

Performance Deliverables:
P0024 - Hardware refresh implementation schedule
P0025 - Fully supported hardware
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3.2 Enterprise Database Operations, Sustainment, and Maintenance

3.2.1. Database Systems Administration

Background: The NITC Data Center currently hosts approximately 260+ Oracle databases, 16+
Sql Server databases, and 10+ Sybase databases. Types of databases supported include:
o0 OLTP (Online transaction processing system), traditionally used for real-time transaction
system used to carry out day to day business functions
0 OLAP (Online Analytical Processing), used for providing analysis and running huge
queries efficiently without impacting real-time processing
0 Geographic information system databases (ESRI's ARCSDE) which captures, stores,
analyzes, manages, and presents data with reference to geographic location data
0 Reporting databases which pulls data from various systems for reporting
o Datawarehouse & Datamart

Databases and instances are hosted on heterogenous server platform (ie: Sun Sparc Solaris,
Windows 2003 and Windows 2008), using enterprise storage devices (ie: NetApp, Sun SAN,
EMC), and configured from simple stand-alone servers to a redundant and high-available
architecture using Oracle RAC, Oracle DataGuard, MSSQL Server Clusters, or the F5 Big IP
load balancer features.

NITC DBA staff administration tools for managing the databases include: Oracle Enterprise
Manager, MS SQL Server Management Studio, Sybase Central and Interactive SQL.

3.2.1la Database Software Installation and Configuration.

Overview: The contractor shall have a working knowledge of Solaris, Linux, and
Windows operating systems in which the databases are hosted, the underlying database
technologies, redundant architecture, and the business systems being supported. The
contractor shall be knowledgeable of RAID configuration techniques.

The contractor shall confirm schedule with the NASP Technical Lead who is responsible
for acquiring management approval to proceed.

Work Description: The contractor shall be responsible and accountable for properly
installing and configuring database software upgrades, release updates, component
upgrades, one-off patches; and installing, managing and administering database
management tools authorized for use in the NITC hosting facility. Tasks include:
0 The Contractor shall ensure all NITC change management and portfolio
management requirements are met and complied with.
o Coordinating with NASP technical leads and CDA representatives in developing
detail work breakdown schedule (WBS) and POA&M
o0 Ensuring all necessary software, licenses, hardware, and storage resources are
available and ready for use. This includes defining required directory structures,
permissions, RAID configuration, ports, protocols, interfaces
o Installing, configuring, and testing RDBMS software component updates and
new software releases
o Installing, configuring, testing, and using database management software and
tools (ie: Oracle Enterprise Manager, MS SQL Server Management Studio,
Sybase Central and Interactive SQL, TOAD, SQL Plus)
0 Developing software installation and update/upgrade procedure

Page 29 of 81





NAVFAC Enterprise Hosting Services

o0 Developing roll-back procedure to ensure upgrades/updates are restored back to
its previous working state.
o0 Developing and maintaining standard database binaries configuration item

checklist
0 Understand, configure, maintain, and document network interfaces between
systems
0 Executing SRR scan immediately after software install to baseline its security
posture
0 Scheduling system backup immediately after software is installed and
configured
Objectives:
A. Execute POA&M and WBS on schedule
B. Maintain security posture of all database installations
C. Ensure all database binaries and datafiles are backed-up
D. Comply with software life cycle management
E. Comply with portfolio and change management procedures
F. Coordinate changes to COE

Performance Deliverables:

P0026 - Work Breakdown Schedule (WBS)

P0027 - Database Binaries Standard Configuration Checklist
P0028 - Software Installation Procedure

P0029 - Network Interfaces document

3.2.1b Database and Instance Creation and Configuration

Overview: The contractor shall have a working knowledge of Solaris, Linux, and
Windows operating systems in which the databases are hosted, the underlying database
technologies, redundant architecture, and the business systems being supported. The
contractor shall be knowledgeable of RAID configuration techniques. This task shall be
performed after approval by the NITC Operations Control Board (OCB).

Work Description: The contractor is responsible for identifying server and storage
resources; and coordinating change to government technical lead.

Prior to creating databases or instances in a co-hosted environment, the contractor shall
perform risk analysis to ensure existing systems are not impacted.

The contractor is accountable for creating and configuring databases and instances based
on NASP configuration standards, and customer requirements. The contractor shall
ensure databases and instances are built and configured for optimum availability and
performance. The contractor shall ensure database/instance configuration consistency
across environments.

The contractor shall configure, test and maintain database inter-connectivity and inter-
operability between systems and clients. This includes creating new or modifying
existing TNSNames, TNS Listeners, DNS entry, host name entry, CIFS/NFS, shares,
ODBC, ODP .Net, or direct connections.

The contractor shall ensure databases and instances created meet the database STIG and

SRR requirements prior to releasing to customers. Initial security scans shall be used for
baselining its security compliance.
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The contractor shall ensure that all newly created databases and instances are
immediately scheduled for backup prior to releasing for use. The contractor shall
account for all databases (new and existing) in the backup scheduling tools.

The contractor shall develop, execute and maintain Standard Operating Procedures and
related documentations which include:
o Standard database and instance creation procedure
Standard database and instance configuration checklist
Database backup and restore procedure
Automation scripts for creating basic databases/instances
Database and systems interfaces list
System dependency hierarchy diagram

O0o0OO0O0

The contractor shall maintain an inventory of all databases hosted at NITC. This
includes but not limited to: configuration items list, server name, TNS-name, listener,
ODBC dataset name, business systems it supports, assigned DBA, schemas, storage,
power users, privileges. Inventory shall be readily available to the government when
needed.

The contractor shall comply with NITC change management and configuration
management procedures.

Obijectives:
Create and configure databases using high-availability architecture

Automate database and instance creation

Develop new or update existing database standard operating procedures

Develop security compliance baseline for newly created database or instance
Schedule newly created databases and instances for backup before releasing to
customers

Incorporate newly created databases and instances in established service monitoring
tools

moow>

m

Performance Deliverables:

P0O030 - SOP for creating databases and instances

P0031 - Database and instance standard configuration checklist
P0032 - Database backup and restore procedure

P0033 - Automation scripts for creating basic databases and instances
P0034 - Database and systems interfaces list

P0035 - System dependency hierarchy diagram

3.2.1c Database Monitoring, Optimization and Tuning

Overview: Database optimization is an ongoing task required for successful hosting
operation. The contractor shall be very familiar with, and experienced in using the
performance analysis tools available at the NASP. Contractor shall research availability
of other performance monitoring solutions and make recommendations for possible
implementation at the NASP.

Work Description: The Contractor shall perform monitoring performance, analysis of
results, recommendation for optimization/tuning, implementation, performance
validation, and documentation of changes.

The contractor shall perform day-to-day performance monitoring and optimization tasks
which include:
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0 Gather and provide database utilization statistics and trends for management
reporting;

o0 Monitor, maintain and configure system for optimal performance in conjunction
with application and database requirements;

o Monitor systems for resource-intensive activity and take corrective action when
necessary;

0 Perform capacity planning and system benchmarking;

0 Monitor storare, CPU and memory usage on Servers;

0 Analyze, optimize and tune databases for optimum performance.

The contractor shall provide technical support to prepare for and conduct load testing
specially on major data migration. Load testing shall be conducted to identify impacts to
system performance and to identify performance bottlenecks. All load testing activities
shall be performed on the environment designated by the Government.

The contractor shall perform quality control analysis of all sql scripts provided by the
CDA prior to execution. The contractor shall recommend modifications to fine tune the
sl script for better performance.

The contractor shall comply with the NASP standard procedure for database monitoring,
and ensure all tasks specified therein are completed successfully and performed at
specified intervals or frequency. The contractor shall use Oracle Enterprise Manager,
Unix Cron Schedule, HP Business Service Monitor and other available tools for
monitoring jobs

The contractor shall monitor specific database functions and processes to determine if
thresholds are exceeded. When thresholds are exceeded, the contractor shall take
corrective action as specified in the NASP standard procedure for database monitoring.

Obijective:
A. Implement recommendations for optimization and performance tuning.
B. Comply with NASP standard procedure for database monitoring
C. Gather performance statistics and develop trend reports
D. Perform load testing on major data migration prior to production deployment

Performance Deliverables:
P0036 - Performance statistics and trend reports

3.2.1d Database Backup and Restoration.

Overview: The NITC Data Center ensures that all databases can meet recovery point
objectives and recovery time objectives as specified in each applications’ service level
agreement (SLA). For applications without a formal SLA, NITC shall provide a
recovery point objective of no more than 24 hours from the time of failure, and a
recovery time objective of no more than 12 hours, depending on the size of the database.
NITC has a formal plan for backing up all databases that describes the methods and tools
available to perform backups.

Work Description: The contractor shall execute backups as necessary to ensure the
ability to comply with recovery objectives as defined in the SLA. The contractor shall
perform periodic database recoveries to ensure backups are working as expected. The
contractor shall have some expertise of using RMAN to perform database backups and of
Netapp snapshot software for database backups. Backup and recovery tasks include:
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0 Schedule backup jobs for every database as required to meet SLA.
0 Monitor jobs and correct any erros or failures.
0 Report major issues that may jeopardize ability to meet SLA.

New databases shall have backup jobs scheduled before they are released to the
requestor. The contractor shall monitor all backup jobs and troubleshoot all job errors
and failures as necessary to be able to meet the SLA. If contractor cannot resolve backup
errors, the contractor shall immediately notify government with a comprehensive analysis
of the issue.

Objectives:
A. Ensure all databases have appropriate backup jobs scheduled

B. Ensure all database backups can meet SLA requirements
C. Validate backups with test restores

Performance Deliverables:

P0037 — Backup schedule log

P0038 — Automated job status report
P0039 — Database test restore plan

3.2.1e Database Sustainment and Maintenance.

Overview: The contractor shall perform daily sustainment support to all databases
hosted at NITC. Maintenance tasks shall be performed during non-core hours and
weekends. Sustainment and maintenance tasks are to be performed in compliance with
NITC change and configuration management procedure.

Work Description: The contractor shall perform maintenance tasks during specified
maintenance windows and as necessary to ensure the environment remains stable. Tasks
include:

0 Manage and perform promotions of packages, codes and data.
Research, analyze, install and test software patches, updates and hot fixes.
Develop and implement maintenance checklist and roll-back procedure
Provide maintenance tasks in the "Weekend Maintenance Schedule™
Perform batch data migrations
Database structure modifications (ie: create tables, tablespace, index, triggers,
procedures)

OO0O0OO0O0

The contractor shall ensure all maintenance tasks are fully tested in pre-production
environments prior to implementation. Maintenance task status shall be reported in
accordance with NITC change and configuration management procedures.

The contractor shall provide operational sustainment tasks which include managing user
and system accounts, passwords, and privileges.

The contractor shall review all system logs and perform regular file system clean-up for
optimum storage useage.

Performance Objectives:
A. Successfully complete all scheduled maintenance tasks
B. Maintenance tasks not completed as scheduled are justified
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Applications Technology Stack Operations, Sustainment, and Maintenance

331 COTS/IGOTS Systems Administration

Background: The NAVFAC Data Center currently hosts a myriad of enterprise business
systems (Attachment 01) across the hosting environments. In addition, NITC also offers
IT services that supports all NAVFAC sites, all Navy Regions, the Marine Corps, and
select private business partners. NITC's core technology stacks and hosting services are
listed in Attachment 03. Attachment 02 - Common Operating Environment provides a
picture of existing applications technology stacks and their infrastructure makeup.

33.1la COTS/GOTS Software Component Updates and
Configuration

Overview: The NAVFAC Data Center currently hosts all business systems listed
in Attachment 01 in a heterogeneous hardware platforms (Sun Sparc, HP,
Windows), operating systems (Solaris, Linux, Windows 2003/2008) connecting to
enterprise SAN/NAS storage devices. While some application services are hosted
in single-server stand-alone environments, most of the critical business systems are
hosted within multi-tier, multi-server, and redundant configuration for high
availability.

The contractor shall confirm schedule with the NASP Technical Lead who is
responsible for acquiring management approval to proceed.

Work Description: The contractor shall be responsible and accountable for
properly installing and configuring software updates, component upgrades, and one-
off patches. Tasks include:

o Compliance with NITC change management and configuration
management requirements

0 Timely completion of tasks as defined by the NASP Technical Lead and
approved by the NITC OCB.

o0 Develop checklist of all required resources and interfaces which include:
software licenses, servers, storage, directory structures, system/service
account, permissions, ports, protocols, interfaces, systems impact.

o Document installation, update, upgrade steps and configuration parameters.

o0 Develop roll-back procedure to ensure applications are restored back to
their previous working state during failed upgrades, updates, patches, or
service packs installations.

0 Understand, configure, maintain, and document network interfaces
between systems

o0 Coordinating with NASP Server Administrators to perform SRR scans
immediately after applying software patch and component updates
installation.

o Apply security fixes and mitigate any security findings resulting from
security scans (includes: SRR scans, IAV, manual checklists).

0 Review vulnerability scans, SRRs, and checklists and fix/mitigate security
findings.

o Coordinating with NASP Backup Administrator to perform system
backups immediately after applying software patches and component
updates
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o0 Ensuring all software patches and component update installations are fully
tested in the DevCOI environment prior to implementation in EDMZ
(Acceptance and Production) hosting environment.

Obijectives:
Execute tasks correctly and on schedule

Maintain security posture of all systems

Ensure all application binaries and codes are backed-up

Develop roll-back procedures for software updates and/or code promotions
Comply with change management and configuration management
procedures

Coordinate changes to COE

moow>

m

Performance Deliverables:
P0040 - Installation Steps and Configuration Parameter List
P0041 - Roll-back Steps
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3.3.2 Business Systems and Web Sites Administration

3.3.2a Systems Integration, Interface, connectivity, User Access

Overview: The contractor shall gain familiarity with the business processes
employed by business systems listed in Attachment 01. The contractor shall be
very familiar with NITC technology stacks and hosting services offered at NITC
and identified in Attachment 03. While some business systems are hosted in their
stand-alone environments, most are co-hosted in the same technology stacks within
their own work space allocations. Shared technology stack infrastructure are
configured so as to prevent processing over-flows thus corrupting other business
systems performance and integrity.

Work Description: The contractor shall maintain business systems interfaces to
ensure full functionality and accessibility. Tasks include:

0 Ensure all application services are operational and functional in DevCOI
(Experimental, Development, test) and EDMZ (Acceptance and
Production)

o0 Provide technological support to developers for testing application
interfaces

o Configure systems interconnectivity, internal and external interfaces, and
system dependencies.

o0 Document system dependencies and interfaces

0 Manage user access and privileges

0 Comply with NITC change and configuration management processes

The contractor shall document all configuration items applied in each environment,
and track all changes as they are implemented. This information shall be stored in a
central repository that can be readily queried by the government as needed.

The contractor shall be responsible for configuring integration between internal and
external systems interfaces and services to ensure full functionality and user
accessibility. External interfaces and services can include: Big IP, Single-Sign-On,
LDAP authentication, Mail Relay, Secure File Transfer, Database Services,
Licensing Services, Performance Monitoring Services, Citrix Services, Domain
Name Services, Report Generation Services, Share Storage, Backup and Restore
Services.

The contractor shall ensure all changes to the environment are fully tested in the
DevCOl prior to implementing in Acceptance and Production regions. This include
all COTS and GOTS configuration changes and codes promotions.

The Contractor shall comply with NITC change and configuration management
policies and procedures.

Obijectives:
A. Ensure all application services are operational and available

B. Maintain application configuration item inventory
C. Configure all internal and external systems interfaces
D. Comply with change management procedures

Performance Deliverables:
P0042 - Business Systems Interfaces document
P0043 - Updated Configuration Items Checklist
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3.3.2b Applications Sustainment and Maintenance

Overview: NITC is responsible for taking all steps necessary to ensure the health
and optimal operation of all applications and hosting services. Applications and
hosting services maintenance support refers to recurring tasks that are not explicitly
assigned but that are required in order for the continuous operation of the
applications technology stacks. These tasks are normally performed during non-
core hours and weekends.

Work Description: The contractor shall identify all recurring maintenance tasks
necessary to maintain the various technology stacks. Maintenance tasks include
those tasks identified by the government as mandatory, and items identified by the
contractor as necessary to maintain the operation of the hosting environments.
Tasks include but are not limited to:

e  Software component release patches
One-off patches
Security mitigations and patches
Application log cleanups and archival
Update configuration items
Recycling application services
Clear up run-away processes and service accounts
Test maintenance tasks and ensure successful completion of all tasks
e Application code promotions

For maintenance tasks not completed on schedule, the Contractor shall provide
document stating reasons for delay.

The contractor shall comply with NITC ITIL processes.

Obijectives:
A. ldentify and successfully complete all maintenance tasks as scheduled

B. Test all maintenance tasks prior to implementation in production
C. Comply with NITC ITIL processes
D. Coordinate maintenance tasks to impacted system stakeholders

Performance Deliverables:
P0044 - Maintenance tasks list and status
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3.33 Performance Monitoring, Optimization and Tuning

Overview: Performance monitoring, optimization and tuning is an ongoing task required
for successful hosting operation. The contractor shall be very familiar with, and
experienced in using the performance analysis tools available at the NASP.

Work Description: The Contractor shall monitor service availability and performance,
analyze availability and performance reports, recommend for optimization/tuning,
implementation, performance validation, and documentation of changes.

The contractor shall perform day-to-day performance monitoring and optimization tasks
which include:
o0 Review application availability statistics and develop trends reports for
management;
0 Configure system for optimal performance in coordination with CDA, DBAs,
Server and Storage administrators
o0 Monitor systems for resource-intensive activity and take corrective action when
necessary;
0 Analyze, optimize and tune hosting services for optimum performance.

The contractor shall provide technical support to prepare for and conduct load testing
specially on major application promotions. Load testing shall be conducted to identify
impacts to system performance and to identify performance bottlenecks. All load testing
activities shall be performed on the environment designated by the Government.

The contractor shall ensure all application codes provided by the CDA for promotion into
the Acceptance and Production regions are reviewed and successfully tested to ensure
performance is not impacted. Errors detected shall be documented and codes returned to
CDA s for rework, and contractor shall be able to roll-back changes if performance is
severely degraded.

Objective:

A. Implement recommendations for optimization and performance tuning.

B. Gather performance statistics and develop trend reports

C. Perform load testing on major data migration prior to production deployment

Performance Deliverables:
P0045 - Performance and Availability Trend Reports
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Incident Response, Service Request Fulfillment and Tracking

3.4.1 Service Request Fulfillment

Overview: NITC adopted the ITIL framework to manage incident and service request
tickets. Consistent with the ITIL framework, NITC’s Operations Watch provide
advanced service desk functions to create and track all incidents and service requests
using online service and issue tracking systems. The contractor can reference ITIL
documentation to determine the nature and type of work that will be assigned in service
request tickets.

Work Description: The contractor shall ensure all incident and service request tickets
are immediately acknowledged, and work started and completed according to NITC
policy and as indicated in the incident or service request ticket. Contractor shall gain
familiarity and understanding of the NITC internal policies on handling incident and
service request tickets and issue escalation procedures.

The Contractor shall provide Tier 2 and Tier 3 support for any issues pertaining to
hardware, operating systems, storage, backup systems, database systems, and applications
services. Tier 2 and Tier 3 support notices may be received by telephone, email request
or via an online support tracking system. Support may be rendered by telephone, email
or collaboration tools.

The Contractor shall log all responses and actions taken in the online support tracking
system. Contractor shall develop exception report for responses exceeding response time
threshold.

Objectives:
Compliance with NITC's incident and service request policies

Compliance with NITC's issues escalation procedure

Successfully restore service.

Timely acknowledgement and response to incident and service requests.
Log all requests for assistance in appropriate tool.

moow>

Performance Deliverables:
P0046 — Incident Action Reports
P0047 — Exception report

3.4.2 Incident Response and Call-Back Support

Overview: The NITC Data Center supports NAVFAC operations worldwide 24 hours
per day, 365 days per year. While direct support is provided during core hours, 0600 —
1800 M-F, NITC provides diagnostic and troubleshooting support 24 hours per day. In
order to comply with NITC escalation procedures, the contractor shall be properly
equipped to provide support within 15 minutes of receiving a call for assistance from the
NITC OpsWatch.

Work Description: The contractor shall provide support for unplanned after-hours
call-backs to troubleshoot and correct system problems. The Government estimates that
this requirement of fulfilling call-backs and system maintenance responsibilities will total
approximately 10% of server, operating system, storage, backup, database, and
application system administration workload.
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The contractor shall be available to provide call-back support on a 24/7/365 basis. The
contractor shall provide call-back support to resolve any issues that impact the
availability of systems hosted at NITC. Issues that cause production downtime or causes
work stoppage are categorized as urgent.

The contractor shall have the necessary equipment to respond within the specified
timeframe. If necessary, contractor shall be prepared to report on-site at NITC to
troubleshoot and resolve call-back issues.

The contractor shall provide diagnostic and troubleshooting services for any systems that
become unavailable. All call-back work shall be reported on an Incident Report which
include brief description of issue, impact to systems, root cause, and actions taken to
resolve the issue. Should the issue be outside NITC's responsibility, the contractor shall
follow escalation procedure.

Objectives:
A. Troubleshoot production call-backs 15 minutes upon receipt of notification.
B. Resolve issues successfully
C. Document all call-back actions
D. Comply with NITC Issues Escalation Procedure

Performance Deliverables:
P0048 - Call-Back Incident report
P0049 - Contractor on-call list
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35 Security Scans, Fixes, Mitigation Actions and Tracking

Overview: The NITC Data Center ensures that the hosting facility and all business systems
hosted therein are fully accredited, have authority to operate (ATO), and are compliant with the
Federal Information Security Management Act (FISMA). Security guidance, policies and
requirements are provided by DOD, NAVY, DISA, NAVFAC IA Team and the local NITC 1A
team.

NITC employs automated tools to implement IT security requirements. These tools currently
include: RETINA, HBSS, NESSUS, TRIPWIRE, SRR. Additional manual checklists are
performed as prescribed by higher authorities.

Although the Contractor is responsible for daily security sustainment of all systems in the hosting
center, FISMA review and re-accreditation process is performed annually and as needed as
functionality changes are implemented for the business systems listed in Attachment 01. This
requires ensuring that all systems are regularly scanned, and if vulnerabilities are detected, that
they are fixed and/or mitigated.

Work Description: The Contractor shall maintain the security posture of the NITC hosting
environments. The contractor shall be very familiar with the STIG requirements and guidelines
outlined in FISMA with regards to operating system, data-at-rest, hardware, networks, application
and web services, databases, user accounts and privileges. Using government prescribed security
scanning tools, the contractor shall be responsible for performing security scans, implementing
security patches and fixes, and developing mitigation actions. This will include but not be limited
to the daily, weekly and monthly implementation of required security fixes. Information systems
security implementations will be performed in accordance with established NITC change
management procedures. This includes the following tasks:

o0 Performing security scans, checks, patches, and fixes.

0 Understand and comply with STIG (Security Technical Implementation Guidelines),
SRR (System Readiness Review), and Information Assurance Vulnerability
Alert/Bulletin (IAVA/B).

0 Research and analyze 1AV patches and vendor specific patches as soon as published by
software/hardware vendors

o0 Install and test security patches, and advice government technical lead or designated
representatives of any impact to hosting services

o Develop checklist and roll-back plan for implementing patches and fixes

0 Assist in CAC/PKI enabling initiatives for accessing systems in the hosting center

0 Comply with NITC Change Management policies and procedures

Objectives:
A. Comply with 1A, FISMA, and INFOCON requirements to achieve full ATO

B. Perform up-to-date security scans and submit scan reports to a designated central
repository

Perform up-to-date security fixes and mitigation actions to ensure FISMA compliance
Provide clean Retina scans

Maintain security compliance at the COOP/DR site

Develop and implement IA tracking mechanisms

mmoo

Performance Deliverables
P0O050 - Security scans, manual security checklists and mitigation action reports
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3.6 Standardization, Continuous Process Improvement, and Documentation

Overview: Throughout the life of this Contract, the contractor shall maintain all standard operating
procedures to ensure continuity of service.

Work Description: The contractor shall develop, execute and maintain standard operating procedures
for maintaining the enterprise hosting environment.

Obijectives:
A. Develop, execute and maintain NASP standard operating procedures for administering the

NITC hosting environments
B. Comply with NASP documentation template
C. Comply with Continuous Process Improvement
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3.7 Emerging Systems, Large Projects, and Emerging Technology Support

Background: These are surge requirements for large hosting projects requiring more than 120 billable
hours to accomplish. This includes: major infrastructure/hardware refreshes requiring data or
application migration; major software version upgrades; establishing new hosting service platforms;
emerging technologies and delivery techniques; new software deployments, new business system
hosting support. The 120 billable hours shall not include wait-time for the completion of the
following: NMCI DM process for bringing servers on-line; 1A accreditation process; Acquisition
process; and software/application rationalization process. Government estimates two to three large
projects per year.

3.7.1 System Requirements Review

Overview: The Contractor shall work with the NASP Government Technical Lead or
designated representative to understand business and organizational requirements.

The Contractor shall develop a comprehensive analysis document that include all hardware,
OS and storage requirements. The Government will review and approve the completed
requirements analysis document, ensuring that the document is approved by all stakeholders
and project sponsors before work proceeds.

Objectives:
A. Perform research and analysis of customer requirements

Performance Deliverables:
PO051 - System Requirements Analysis Document

3.7.2 Technological Analysis and Design

Overview: The contractor shall provide technological analysis support using the System
Requirements Analysis Document as a source for technological analysis and design.

Work Description: The contractor shall document results of analysis in a systems analysis
and design document, and shall develop a project management plan addressing: hardware and
storage capacity, software features, system interfaces (external and internal), migration paths,
risks, cost, level of effort, implementation strategies, system configurations, staffing, and
work breakdown structure (WBS).

The contractor shall coordinate with the NASP Project Manager who provides technical
guidance and oversight. The Contractor shall interface with the NASP Application
Administrators, NASP Database Administrators, NASP Server and Storage Administrators,
CDA representatives, and the 1A staff to effectively perform the work required in this section.

Objectives:
A. Design system architecture including networking and systems interfaces.

B. Develop Project Management Plan.
C. Coordinate infrastructure and interface changes for COE updates

Performance Deliverable:
P0052 - System Technology Infrastructure Analysis Design Document

Page 43 of 81





NAVFAC Enterprise Hosting Services

3.73 Execution and Status Tracking and Reporting

Overview: The Contractor shall use the System Technology Infrastructure Analysis Design
Document, Project Management Plan, and Implementation Strategy as source documents to
satisfy specified requirements. The Contractor shall interface with the NASP Technical
Leads, NAVFAC CDA, and NITC IA staff to effectively perform the work required in this
section. Tasks should take into account interfaces between systems, connectivity between
client systems, user accessibility, impact to existing systems, security, standards and
performance.

Work Description: The Contractor shall be responsible for updating statuses, analyses,
recommendations, actions taken, and resolutions within the appropriate change management
system. Requirement, schedule, and level of effort for each large scale project will be
determined at time of request.

Contractor shall ensure that design and implementation comply with security policies and
guidance.

The Contractor shall document all system interfaces, dependencies, configuration parameters
and adhere to existing change and configuration management policy.

The Contractor shall work with in-house technical support for implementation of systems
interfaces, access policies, security standards, and other process issues.

The Contractor shall coordinate meetings with project stakeholders for analysis and
implementation of changes and ensure change requests are entered into appropriate change
management systems.

The Contractor shall provide timely status reports to government. Issues discovered at
execution shall be immediately reported to the government. Adjustment to the schedule and
strategy shall be justified and remediated.

The Contractor shall implement and successfully test all tasks in the DEVCOI environment
prior to implementing in the EDMZ.

Obijectives:
A. Execute the Project Management Plan on schedule.

B. Coordinate changes to COE.
C. Timely status reporting

Performance Deliverables:
P0053 — Weekly Status Reports

3.74 Deployment, Training and Closeout

Overview: Provide support for the deployment of new business systems and emerging
technologies. This phase of the surge requirement means that the hosting infrastructure is
ready to be enabled on-line for service hosting, user access, or business system integration in
a production mode. This work is usually performed during a maintenance weekend.

Work Description: The Contractor shall be responsible for deploying large projects per the
Project Management Plan. The Project Management Plan shall be coordinated with the
appropriate NASP Technical Lead for acquiring necessary OCB approvals.
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The Contractor shall provide hands-on training to NASP in-house support on maintaining the
system. Installation and deployment documents shall be developed and turned over to the
government 30 days prior to the production deployment period.

The Contractor shall be responsible and accountable for the initial deployment of the system,
troubleshoot and resolve issues.

The Contractor shall ensure that systems perform at acceptable level determined by system
stakeholders prior to close-out of project.

Objectives:
A. Provide fully functional hosting service

B. Proper knowledge transfer to in-house support
C. Document system configuration items, interfaces, dependencies

Performance Deliverables:
P0054 - System configuration items, interfaces and dependencies

Contract Management

Overview: Throughout the life of this contract, the contractor shall provide contract management
support to ensure the successful and timely completion of all contract deliverables.

Work Description: The contractor shall be responsible for ensuring all contract deliverables are
completed within the agreed upon schedule. Tasks include:

o0 Develop monthly coverage report for core hours and call-back hours

0 Develop bi-weekly budget and burn rate reports

o Initiate and facilitate monthly contract reviews with government

0 Attend management meetings as required

Obijectives:
A. Provide contractor personnel coverage report

B. Provide contract status reports

Performance Deliverables:
P0O055 - Monthly coverage report
P0056 - Bi-Weekly Budget and Burn Rate Report
P0057 - Monthly Contract Review Presentation
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3.9 Performance Requirements Summary Matrix
Item Performance Objective Performance Standard and Methods of Performance
Acceptable Quality Level (AQL) Assessment
3.1.1.a Server build and configuration
3.1.1.a.A | Provide server builds and | Contractor shall demonstrate a mature Government will review
configuration for the server build process that ensures all objective for the following:
hosting environments servers are built according to
specifications. A documented process
exists for building and
All server builds shall be completed configuring servers.
within 5 business days of requestand as
specified All requests for server
e No more than 2% rework builds and configuration are
e Servers comply with STIG performed according to
requirements as specified in requirements.
SOP
e  Security controls are
implemented
e Configuration baseline is
updated
3.1.1.a.B | Provide server builds and | Contractor shall demonstrate a mature Government will review
configuration for the server build process that ensures all objective for the following:
COOP/DR site servers are built according to
specifications. A document and process
exists for building and
All server builds shall be completed configuring servers.
within 5 business days of requestand as
specified All requests for server
e No more than 2% rework builds and configuration are
e Servers comply with STIG performed according to
requirements as specified in requirements.
SOP
e  Security controls are
implemented
Configuration baseline is updated
3.1.1.a.C | Comply with standard Contractor shall maintain an accurate
hardware configuration and comprehensive configuration Specific configuration of
baseline of each server each server is maintained
e Configuration baseline shall be | and accurate
98% accurate
e 100% of all configuration
changes are approved by
change management board
before they are made.
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3.1.1.a.D | Troubleshoot hardware All issues are escalated according to Government will review

problems. NITC incident response process. objective for the following:
All unresolved issues are submitted to A general checklist exists
problem management process. for each type of system that

describes basic
A post resolution report is submitted to | troubleshooting tasks.
NITC within 3 business days of issue
that details the issue and resolution. All problems are escalated
according to NITC incident
Any configuration changes are response process.
documented and made according to
configuration and change management | A post resolution report is
policies submitted to government
Contractor responds to troubleshooting
request within 2 hours.
Contractor creates troubleshooting
checklist for each type of system.
Contractor shall present checklist
withing 15 business days after award of
contract.
Checklist shall contain basic steps every
administrator is to perform when
troubleshooting issue.
3.1.1.a.E | Provide server Contractor shall review baseline metrics | Government will review

availability, optimization,
and tuning.

for server availability and performance
on a daily basis.

e  Contractor shall monitor
performance and availability
agains established baseline and
provide detailed report
whenever performance and
availability fall below
established baseline. Report
shall be delivered within 2
business days of incident.

e  Contractor shall begin work on
restoring performance and
availability to baseline
immediately after identifying
issue.

Contractor shall provide optimization
and tuning support as requested

e Contractor shall make
recommendations to improve
performance and/or availability
based on empirical data.

e  Contractor shall provide
expected performance and/or
availability gains as a result of
changes.

objective for the following:

Government will review
performance and availability
reports to determine if they
are within established
baselines.

Government shall review
report on deviations from
baselines to determine if
they accurately identify the
cause of deviation.

Contractor shall review
recommendations to
determine if they are based
on empirical data.

If changes are implemented,
Government shall review
empirical data to determine
if expected performance
and/or availability gains
were achieved.
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3.1.1.a.F | Comply with servers life | Contractor shall be prepared to execute | Government will review
cycle management technology refresh of hardware objective for the following:
e  Contractor shall develop
technical plans to migrate to Contractor was able to
new systems of similar migrate to new hardware
architecture with minimal outage.
e  Contractor shall pursue
strategy that minimizes outage | Contractor accurately
identified outage
requirements.
3.1.1.a.G | Coordinate server All server changes are performed Government Review

changes to the COE

according to change and configuration
management policies

All server changes are approved by
change management board prior to
executing change.

A test and rollback plan is created prior
to implementing changes.

The COE is updated immediately after
implementing changes.

3.1.1.b Software Installations, Updates and Configuration

3.11b.A

Provide software
installation and
configuration for the
hosting environments

Contractor shall demonstrate a mature
server build process that ensures all
servers are built according to
specifications.

All software builds shall be completed
within 5 business days of requestand as
specified

e No more than 2% rework

e  Servers comply with STIG
requirements

e  Security controls are
implemented

e Configuration baseline is
updated

e  Backups are scheduled prior to
delivery of software.

e Maintenance jobs are
scheduled prior to deliver of
software.

e All requested features are
installed.

Government Review

Page 48 of 81






NAVFAC Enterprise Hosting Services

31.1bB

Provide software
installation and
configuration for the
COOP/DR site

Contractor shall demonstrate a mature
server build process that ensures all
servers are built according to
specifications.

All software builds shall be completed
within 5 business days of requestand as

specified

No more than 2% rework
Servers comply with STIG
requirements

Security controls are
implemented

Configuration baseline is
updated

Backups are scheduled prior to
delivery of software.
Maintenance jobs are
scheduled prior to deliver of
software.

All requested features are
installed.

Government Review

31.1b.C

Comply with standard
operating systems
configuration

Contractor shall maintain an accurate
and comprehensive configuration
baseline of each server

Configuration baseline shall be
98% accurate

100% of all configuration
changes are approved by
change management board
before they are implemented.

Government Review
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3.1.1.b.D

Troubleshoot operating
system problems.

All issues are escalated according to
NITC incident response process.

All unresolved issues are submitted to
problem management process.

A post resolution report is submitted to
NITC within 3 business days of issue
that details the issue and resolution.

Any configuration changes are
documented and made according to
configuration and change management
policies

Contractor responds to troubleshooting
request within 2 hours.

Contractor creates troubleshooting
checklist for each type of system.
Contractor shall present checklist
withing 15 business days after award of
contract.

Checklist shall contain basic steps every
administrator is to perform when
troubleshooting issue.

Government Review

3.11b.E

Provide operating
systems optimization, and
tuning.

Contractor shall review baseline metrics
for operating system (OS) availability
and performance on a daily basis.

e  Contractor shall monitor
performance and availability
agains established baseline and
provide detailed report
whenever performance and
availability fall below
established baseline. Report
shall be delivered within 2
business days of incident.

e  Contractor shall begin work on
restoring performance and
availability to baseline
immediately after identifying
issue.

Contractor shall provide optimization
and tuning support as requested

e Contractor shall make
recommendations to improve
performance and/or availability
based on empirical data.

e  Contractor shall provide
expected performance and/or
availability gains as a result of
changes.

Government Review
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3.1.1b.F

Comply with software
life cycle management

Contractor shall be ready to upgrade
software as required by government.
e  Contractor shall develop
technical plan to upgrade
software
e  Contractor shall document
risks
e  Contractor shall prepare test
and rollback plans
e  Contractor shall pursue
upgrade path the minimizes
system outage

Government Review

3.1.1b.G

Coordinate operating
system changes to the
COE

All OS changes are performed
according to change and configuration
management policies

All OS changes are approved by change
management board prior to executing
change.

A test and rollback plan is created prior
to implementing changes.

The COE is updated immediately after
implementing changes.

Government Review

3.1.2.a Ent

erprise Storage Configurat

ion

3.12aA

Ensure that all storage
systems are configured to
support replication to
COOP/DR site

Contractor shall maintain the
configuration of storage system as
required to replicate data between
primary Netapp storage and COOP
Netapp storage

e  Contractor shall evaluate any
required patches and changes
to SAN system for impact to
replication circuit. Contractor
shall provde written analysis of
possible impact of patches and
changes, 2 business days
before executing change.

e  Contractor shall identify and
execute tasks required to
maintain the replication circuit
functioning

e  Contractor shall monitor
replication between SAN
systems to ensure data is
synchronized between systems.
Contractor shall immediately
begin work on restoring
replication whenever an issue
is discovered.

Government Review
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3.1.2.a.B | Ensure that all storage Contractor shall maintain the Government Review
systems are configured to | configuration of storage system as
support backup required to replicate data between
operations. primary Netapp storage and COOP

Netapp storage

e  Contractor shall evaluate any
required patches and changes
to SAN system for impact to
backup operations. Contractor
shall provde written analysis of
possible impact of patches and
changes, 2 business days
before executing change.

e Contractor shall identify and
execute tasks required to
maintain backup operations

e  Contractor shall monitor
backup operations and
immediately begin work on
restoring backups whenever
issues are identified.

3.1.2.a.C | Ensure that all storage Contractor shall maintain the Government Review

systems are configured to | configuration of storage system as

support various types of required to provide NAS, SAN and
storage allocations (NAS, | CIFS/NFS type storage.

SAN, CIFS/NFS)

e Contractor shall evaluate any
required patches and changes
to SAN system for impact to
storage allocations. Contractor
shall provde written analysis of
possible impact of patches and
changes, 2 business days
before executing change.

e Contractor shall identify and
execute tasks required to
maintain storage operations

e  Contractor shall monitor
backup operations and
immediately begin work on
restoring storage system
whenever issues are identified.

3.1.2.a.D | Ensure that all systems Contractor shall provide test and Government Review
can be restored back to its | backout plans for all changes.
previous working state e  Contractor shall be able to
during failed maintenance execute rollback plans if
maintenance is determined to
have failed.

e  Contractor shall provide
rollback plans prior to every
change.

e  Contractor shall perform a test
restore of 2 systems per month.
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3.1.2.b Storage Allocation

3.1.2.b.A | Ensure production
storage is allocated
properly to maintain
replication process with
COORP site.

Contractor shall ensure storage
allocation changes to primary storage
system are also made to COOP site
e  Contractor shall ensure new
storage allocations are
configured on the COOP and
replication is working within 1
business day of allocating
primary storage.

Government Review

3.1.2.b.B | Monitor storage useage
and allocation of the

COOP/DR site.

Contractor shall provide usage reports
of COOP storage system
e Contractor shall provide details
about available storage space.
Information shall include total
storage available, max amount
of allocatable storage.
e Contractor shall provide details
about available allocation units
(LUNS, CIFs, etc)
e  Contractor shall provide
growth trends for storage use.

Government Review

3.1.2.b.C | Ensure storage types are

properly configured.

Contractor shall ensure every storage
allocation is configured according to
government specifications

Government Review

3.1.2.b.D | Report on storage
utilization and growth

trends

Contractor shall provide usage reports
of COOP storage system
e Contractor shall provide details
about available storage space
e Contractor shall provide details
about available allocation units
(LUNS, CIFs, etc)
Contractor shall provide growth trends
for storage use.

Governmen tReview

3.1.2.b.E | Comply with NITC
change and configuration

management policies.

Contractor shall ensure all changes are
approved by change management board
prior to implementation

Contractor shall ensure all changes to
the configuration of the storage system
are recorded in the configuration
management database within 1 business
day of implementing change.

Government Review

3.1.3.a Backup Device Configuration
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3.1.3.a.A | Ensure all backup devices
are working properly

Contractor shall monitor the operation
of backup devices and take action to
correct errors

Contractor shall report
whenever device failure impact
the ability to perform backups
within 1 business day of
detecting errors

Contractor shall begin work on
fixing errors immediately after
identifying issues.

Government Review

3.1.3.a..B | Configure to reduce data
duplication

Contractor shall monitor data
deduplication of VTL system agains
established baselines

Contractor shall provide
deduplication metrics to
include deduplication ratios
Contractor shall perform
maintenance necessary to
maintion deduplication ratios
Contractor shall evaluate
system to improve
deduplication ratio
Contractor shall identify and
resolve issues that cause
deduplication ratios to exceed
established baselines.

Government Review

3.1.3.a.C | Configure to compress
data as much as possible.

Contractor shall monitor data
compresion of VTL system against
established baselines

Contractor shall provide
compression metrics and report
whenever compression ratios
exceed established baseline
Contractor shall perform
maintenance necessary to
maintion compression ratios
Contractor shall evaluate
system to improve
compression ratio

Contractor shall identify and resolve
issues that cause compression ratios to
exceed established baselines.

Government Review

3.1.3.b Backup jobs management

3.1.3.b.A | Ensure that all operating
systems, file systems,
application data are
backed-up

Contractor shall monitor backup jobs
and provide daily reports of job backup

status
°

Contractor shall begin work on
correcting backup job failures
1 business day after job failure
Contractor shall immediately
escalate to government any
jobs that cannot be fixed
within 1 business day.

Government Review
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3.13bB

Mimize impact of backup
jobs.

Contractor shall distribute backup jobs
to minimize resource requirements.
Contractor shall scheduled to minimize
overlap.

Government Review

3.1.4 Networking and inter-connectivity

3.1.4.A | Provide server inter- Contractor shall monitor and maintain Government Review
connectivity and system systems inter-connectivity.
integration e  Contractor shall troubleshoot
and resolve issues
e  Contractor shall immediately
escalate to government any
isses that cannot be fixed
within 1 business day.
3.1.4.B | Provide technical support | When requested, Contractor shall Government Review
in troubleshooting NMCI | provide technical support to NMCI in
network issues troubleshooting network issues.
3.1.4.C | Maintain all NITC owned | Contractor shall ensure accessibility to | Government Review
network devices and all network devices
ensure accessibility to all
servers
3.1.4.D | Develop and maintain Contractor shall maintain a Government Review

tracking inventory of all
network devices, IPs,
ports, and protocols

comprehensive inventory of all network
devices in the hosting environment.

3.1.5 Optimization and Performance Tuning

3.15A

Provide recommendations
for optimization and
performance tuning.

Contractor shall establish a resource
utilization baseline for all servers.
Baseline shall consist of
general resource utilization
(CPU, memory, 10)
Contractor shall monitor actual
resource utilization with
baseline and report to
government when baselines are

Contractor shall make monthly
recommendations to reduce
resource utilization

Contractor shall implement approved
recommendations according to change
and configuration management
processes.

Government Review

3.1.6 Software and Hardware Maintenance Support

3.1.6.A

Identify and successfully
complete all maintenance
tasks as scheduled

Contractor shall maintain list of daily,
weekly and monthy maintenance tasks.
Contractor shall execute
maintanence tasks using
approved maintenance

Contractor shall follow approved
change and configuration management
policies.

Government Review

Page 55 of 81






NAVFAC Enterprise Hosting Services

3.1.6.B | Testall maintenance Contractor shall ensure all changes are Government Review
tasks prior to executed and tested in all pre-
implementation in production environments.
production e  Contractor shall follow
approved maintenance
windows.
3.1.6.C | Develop roll-back Contractor shall provide roll-back Government Review
procedure for major procedures for all tasks at least 2 days
maintenance tasks to prior to executing maintenance tasks.
ensure service recovery
3.1.6.D | Coordinate maintenance Contractor shall provide notice of Government Review
tasks to impacted system | maintenance actions one week prior to
stakeholders execution.
e  Contractor shall evaluate
feedback from stakeholders
and provide analysis on
expected impact.
3.1.7 Hardware Refresh
3.1.7.A | Ensure all servers, Contractor is responsible for monthly Government Review
network and storage reporting of warranty and osolescense
devices have current status of all hardware.
maintenance and e Report shall include warranty
warranty contracts to expiration dates and EOSL
prevent obsolescence or dates.
end-of-service (EOS) or e Report shall highlight renewals
end-of-life (EOL). that are due within six months.
3.1.7.B | Develop strategy for Contractor shall utilize strategy to Government Review
implementing new server | migrate servers that results in least
or storage replacements amount of downtime for the users.
without major impact to e For migration to similar
services and applications platforms, outages shall not
hosted at the NITC exceed two hours regardless of
the size of the system.
For migration to different platforms,
contractor shall provide outage estimate
using path the minimizes outage.
3.1.7.C | Perform risk analysis and | Contractor shall confirm full Government Review
compatibility issues prior | compatibility between server and target
to full implementation location.
e  Contractor shall identify and
execute all tasks required to
ensure full compatibility
e  Expectation is restricted to
vendor published
requirements.
e Inthe event unpublished
compatibility is discovered,
contractor shall follow incident
response policy.
3.1.7D Minimize outages during | Contractor shall chose execution Government Review
the refresh. alternative that results in smallest
outage window.

3.2.1.a Database Software Installation and Configuration.
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3.2.1.a.A | Execute POA&M and Perform all tasks as scheduled in the Government Review
WABS on schedule POA&M. Delays in schedule shall be
justified and communicated to the
government 3 days prior to encurring
delays.
3.2.1.a.B | Maintain security posture | Contractor shall ensure all database Government Review
of all database installations are secure and access is
installations granted to approved users.
e Contractor shall ensure access
to database binaries is
restricted to approved users.
Contractor shall ensure only required
binaries are installed
3.2.1.a.C | Ensure all database Contractor shall review and understand | Government Review
binaries and datafiles are | NITC policy regarding backup and
backed-up recovery requirements.
e Contractor shall ensure
appropriate backups are
scheduled as required by SLA
and/or backup SOP
e  Contractor shall provide
weekly status of backup and
recovery
e  Contractor shall commence
work to resolve any errors with
backups 1 business day after
error occurs.
e  Contractor shall immediately
notify government whenever
issues with backups place
ability to meet SLA at risk.
e  Contractor shall perform
monthly test restores of at least
2 systems.
3.2.1.a.D | Comply with software Contractor shall be aware of NITC Government Review

life cycle management

requirements and policy for software
lifecycle management.

e Contractor shall be prepared to
upgrade systems are required
to meet 1A compliance
requirements and to maintain
software vendor support.

e  Contractor shall provide
technical execution plans for
upgrading software. Plan shall
follow NITC policy for
allowable maintenance
windows.

e Contractor shall execute
upgrade plans as approved.
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3.2.1.a.E | Comply with portfolio Contractor shall ensure all changes to Government Review
and change management | software are approved and recorded.
procedures e  Contractor shall submit change
requests are required by
change management policy.
e  Contractor shall provide
portfolio status update of all
changes to portfolio
management team.
3.2.1.a.F | Coordinate changes to Contractor shall coordinate changes to Government Review

COE

government technical lead within one
day after completion of change

3.2.1.b Database and Instance Creation and Configuration

3.2.1.h.A | Create and configure Contractor shall demonstrate expertise Government Review
databases using high- in Oracle RAC and SQL Server
availability architecture Clusters
e Contractor maintain current
Oracle and SQL cluster
configurations
e  Contractor shall configure new
installations of RAC and SQL
within 10 business days of
request.
3.2.1.b.B | Automate database and Contractor shall create and maintain Government Review
instance creation database template to be used for the
creation of new databases and instances
e Template shall be fully 1A
compliant
e Temaplate shall contain all
maintenance and DBA items.
e Contractor shall use template
to create new databases within
1 business day of requests.
3.2.1.b.C | Develop new or update Contractor shall maintain SOP library Government Review
existing database e Develop new SOPs within 15
standard operating business days of requests
procedures e Update existing SOPs within 5
business days of requests
3.2.1.b.D | Develop security Contractor shall establish security Government Review

compliance baseline for
newly created database or
instance

baseline for all new databases

e Baseline shall be taken within
5 business days AFTER
application schema is loaded
and approved.

e  Contractor shall maintain list
of all mitigated vulnerabilities

e  Contractor shall validate
appoved baseline with actual
database state on a monthly
basis

e  Contractor shall resolve new
vulnerabilities within 30
calendar days of identifying
new vulnerabilities
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3.2.1.b.E | Schedule newly created Contractor shall ensure that database Government Review
databases and instances backup jobs exist for all databases
for backup before before they are delivered to requestor.
releasing to customers

3.2.1.b.F | Incorporate newly created | Contractor shall ensure that all Government Review

databases and instances in
established service
monitoring tools

maintenance jobs and tasks are
scheduled against new databases before
they are released to requestor.

3.2.1.c Database Monitoring, Optimization and Tuning

3.2.1cA

Implement
recommendations for
optimization and
performance tuning.

Contractor shall establish a resource
utilization baseline for all databases.
Baseline shall consist of
general resource utilization
(CPU, memory, 10)
Contractor shall monitor actual
resource utilization with
baseline and report to
government when baselines are

Contractor shall make monthly
recommendations to reduce
resource utilization

Contractor shall implement
approved recommendations
according to change and
configuration management

Government Review

3.21.cB

Comply with NASP
standard procedure for
database monitoring

Contractor shall follow SOP for
database monitoring

Contractor shall monitor all
items identified in the SOP and
in the required invervals
Contractor shall configure
monitoring tool to
automatically report status
Contractor is not expected to
create manual reports.

Government Review

3.2.1.cC

Gather performance
statistics and develop
trend reports

Contractor shall establish a resource
utilization baseline for all databases.
Baseline shall consist of
general resource utilization
(CPU, memory, 10)
Contractor shall monitor actual
resource utilization with
baseline and report to
government when baselines are

Contractor shall make monthly
recommendations to reduce
resource utilization

Contractor shall implement approved
recommendations according to change
and configuration management
processes.

Government Review
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3.2.1cD

Perform load testing on
major data migration
prior to production
deployment

Contractor shall develop plan to execute
load tests on databases

e  Contractor shall create scripts
to measure processing capacity
of each database.

e  Contractor shall perform load
tests before and after major
migrations to confirm that
performance baselines are
maintained.

Government Review

3.2.1.d Database Backup and Restoration.

3.2.1.d.A | Ensure all databases have | Contractor shall ensure backup strategy | Government Review
appropriate backup jobs allows for compliance with SLAs.
scheduled e Contractor shall execute
backup strategy is required by
NITC SOP.
e  Contractor shall validate
existing backup strategy can
meet SLA. Validation shall
provide quarterly report
describing expected RTO and
RPO
3.2.1.d.B | Ensure all database Contractor shall recommend Government Review
backups can meet SLA adjustement to backup strategy if
requirements empirical data reveals strategy is not
sufficient to meet SLA.
3.2.1.d.C | Validate backups with Contractor shall conduct two test Government Review

test restores

restores per month to determine if
backups are valid and can be recovered.
e  Contractor shall provide report
on test result to include actual
recovery time and recover
point metrics.

3.2.1.e Database Sustainment and Maintenance.

3.2.1.e.A | Successfully complete all | Contractor shall maintain list of daily, Government Review
scheduled maintenance weekly and monthy maintenance
tasks database maintenance tasks.
e Contractor shall execute
maintanence tasks using
approved maintenance
windows
e  Contractor shall follow
approved change and
configuration management
policies.
3.2.1.e.B | Maintenance tasks not For all uncompleted tasks, contractor Government Review

completed as scheduled
are justified

shall provide report detailing why task
could not be completed.
e  Contractor shall provide details
on areas that were outside the
contractor’s control.

3.3.1.a COTS/GOTS Software Component Updates and Configuration
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3.3.1.a.A | Execute tasks correctly Execute tasks on schedule. Should Government Review
and on schedule delays be expected, Contractor shall
notify the government immediately.
Reasons for delay shall be provided to
government within 3 days after
discovery of issue.
3.3.1.a.B | Maintain security posture | Application and web server STIGS, IA | Government Review
of all systems Checklists, SRRs, and IAVASs are met,
all required patches are applied and
mitigations are documented on
schedule.
3.3.1.a.C | Ensure all application Confirmation that all application Government Review
binaries and codes are binaries and codes are backed up.
backed-up
3.3.1.a.D | Develop roll-back Roll-back procedures are document and | Government Review
procedures for software maintained every maintenance period
updates and/or code and attached to the maintenance
promotions spreadsheet .
3.3.1.a.E | Comply with change Confirm DADMS/NITEP entries with Government Review
management and government technical leads on software
configuration release/version updates prior to
management procedures implementation.
3.3.1.a.F | Coordinate changes to Coordinate software release/version Government Review

COE

change to government within 1 day of
completion.

3.3.2.a Systems Integration, Interface,

connectivity, User Access

3.3.2.a.A | Ensure all services are Application services available at 99% Government Review
operational and available | levels or higher as reported by
Performance Monitoring tools. Service
availability below 99% must be
reviewed, documented, and fixed.
3.3.2.a.B | Maintain application Update configuration item inventory Government Review
configuration item one day after implementation of change.
inventory
3.3.2.a.C | Configure all internal and | Business systems interfaces Government Review
external systems successfully configure and
interfaces implemented.
3.3.2.a.D | Comply with change All changes to the environments shall Government Review

management procedures

go through the OCB process.

3.3.2.b Applications Sustainment and

Maintenance

3.3.2.b.A | Identify and successfully
complete all maintenance
tasks as scheduled

All maintenance tasks completed as
scheduled.

Contractor shall maintain list of daily,
weekly and monthy maintenance tasks.
e Contractor shall execute

maintanence tasks using
approved maintenance
windows

Contractor shall follow approved

change and configuration management

policies.

Government Review
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3.3.2.b.B | Test all maintenance All maintenance tasks are first tested in | Government Review
tasks prior to non-production environment.
implementation in
production Contractor shall follow approved
change and configuration management
policies.
3.3.2.b.C | Comply with NITC ITIL | Contractor shall ensure systems are Government Review
processes rolled-back to their working state
should a maintenance change caused
degradation or system availability
issues.
3.3.2.b.D | Coordinate maintenance Contractor shall ensure systems changes | Government Review
tasks to impacted system | are communicated to all system
stakeholders stakeholders.
3.3.3 Performance Monitoring, Optimization and Tuning
3.3.3.A | Implement Analyze business systems performance | Government Review
recommendations for using the HP toolset. Determine areas
optimization and of improvement and submit
performance tuning. recommendations to government within
5 business days of agreed upon
schedule. Benchmark performance
before and after implementation.
Submit results to government one day
after completion.
3.3.3.B | Gather performance Continuously review business systems Government Review
statistics and develop performance using statistics reports
trend reports generated by the HP performance
monitoring tool. Report anomalies to
the government within 1 day of
discovery.
3.3.3.C | Perform load testing on Perform load testing and document Government Review

major data migration
prior to production
deployment

results within two days of agreed upon
schedule.

3.4.1 Service Request Fulfillment

34.1A

Compliance with NITC's
incident and service
request policies

Contractor shall have understanding of
ITIL principles in order to comply with
NITC’s incident and service request
policies
e Contractor shall take actions to
restore service as soon as
possible
e  Contractor shall ensure service
request tickets are
acknowledge and completed
according to policy
Service request tickets shall be
completed with no more than 2%
rework

Government Review
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3.4.1.B | Compliance with NITC's | During an incident, if service cannot be | Government Review
issues escalation restored within 30 minutes of
procedure troubleshooting, contractor shall follow
incident response policy to contact
government personnel AND open
service request ticket with appropriate
vendor.
3.4.1.C | Successfully restore Service is restored to its original Government Review
service. working state
3.4.1.D | Timely acknowledgement | Contractor shall immediately respond to | Government Review
and response to incident all incidents
and service requests.
Contractor shall acknowledge service
request tickets within 2 business hours
and complete request by the date
specified in the request.
3.4.1.E | Log all requests for Contractor shall ensure that all service Government Review

assistance in appropriate
tool.

requests are logged in the appropriate
ticketing system within 1 business day

of request.

Contractor shall log actions taken and
result within 1 business day.

3.4.2 Incident Response and Call-Back Support

34.2.A

Troubleshoot production
call-backs 15 minutes
upon receipt of
notification.

Contractor shall ensure they are
equipped to receive notification of
incident or service request 24/7/365.

Contractor shall ensure they are
equipped to directly access systems
within 15 minutes of incident

notification.

Contractor shall access systems and
begin direct troubleshooting within 15
minutes of notification

Government Review

34.2B

Resolve issues
successfully

Contractor shall maintain the expertise
necessary to resolve all issues

successfully.

e  Contractor shall ensure they
are aware of all available
resources for resolving issues.

e  Contractor shall submit post-
issue report for all issues that
cannot be resolved within 1
business day.

For prolonged issues, contractor shall
be expected to demonstrate that issue
was out of contractors control.

Government Review

34.2C

Document all call-back
actions

Contractor shall ensure all call-back
actions are documted and all changes
are done in accordance with change and
configuration management policies.

Government Review
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34.2.D

Comply with NITC
Issues Escalation
Procedure

Contractor shall review and understand
NITC incident escalation procedures.
Contractor shall ensure all
personnel understand
requirements.

Upon request, contractor shall
provide post-incident report
that identifies actions taken
and specifies compliance.
Report shall be provided 3 business
days after request.

Government Review

3.5. Security Scans, Fixes, Mitigation Actions and Tracking

3.5.A

Comply with 1A, FISMA,
and INFOCON
requirements to achieve
full ATO

Contractor shall review all 1A
compliance regulations and provide
execution plan to resolve open findings
Contractor shall review 1A
requirements and provide
government with report that
details state of environment
relative to IA requirements
Report shall note which 1A
controls are out of compliance.
Contractor shall provide plan
for correcting areas that are out
of compliance. Plan shall
include description of change,
if outages are required and
potential changes in
functionality.

Contractor shall execute
changes to resolve findings
after they are approved by
change management board.

Government Review

3.5.B

Perform up-to-date
security scans and submit
scan reports to a
designated central
repository

Contractor shall ensure central scan
repository is updated and accurate
Contractor shall ensure
recurring scans are executed as

Contractor shall load scan results to
repository database for tracking.

Government Review

35.C

Perform up-to-date
security fixes and
mitigation actions to
ensure FISMA
compliance

Contractor shall perform scans as
requested to support accreditation

efforts.

Contractor shall ensure scans and
resolutions are completed by the due
date specified in the request.

Contractor shall execute
individual scans as requested
and report findings
Contractor shall coordinate
resolving open findings as

Government Review
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35D Provide clean Retina Contractor shall ensure all high Retina | Government Review
scans findings are resolved during the first
approved maintenance window after a
finding is identified.
3.5.E Maintain security Contractor shall ensure all COOP/DR Government Review
compliance of servers at | servers remain compliant.
the COOP/DR site
35.F Develop and implement Contractor shall create and maintain a Government Review

IA tracking mechanisms

repository for tracking the IA status of
all systems.

e  System shall be capable of
storing the results of all scans
and checkilists.

e  System shall be capable of
retrieving IA information of
one or more systems.

System shall be available within 30
business days from award of contract.

3.6 Standardization, Continuous Proc

ess Improvement, and Documentation

3.6.A Develop, execute and Contractor shall be knowledgeable of Government Review
maintain NASP standard | the location of existing SOPs and use
operating procedures for | them in the performance of their tasks.
administering the NITC Contractor shall maintain documents as
hosting environments needed.
3.6.B Comply with NASP Contractor shall develop new SOPs Government Review
documentation template within his/her designated area using the
NASP document template.
3.6.C Comply with Continuous | Contractor shall identify areas of Government Review

Process Improvement

improvement in the SOPs and
communicate them to the government
with recommendations.

3.7.1- Systems Requirements Review

3.7.1.A | Perform research and
analysis of customer
requirements

Documents submitted for review within
5 days of receipt of customer
requirements with less than 2% rework.

Government Review.

3.7.2 - Technological Analysis and Des

ign

3.7.2.A | Design system Completion of analysis within 3 days of | Government Review.
architecture including agreed upon completion date.
networking and systems
interfaces.
3.7.2.B Develop Project Completion of Project Management Government Review.
Management Plan Plan within 5 days of agreed upon
completion date
3.7.2.C | Coordinate infrastructure

and interface changes for
COE updates

3.7.3 - Execution and Status Tracking

and Reporting

3.7.3.A | Execute the Project
Management Plan on
schedule

Contractor shall perform tasks on
schedule. Inform government of any
issues that can delay task immediately

after discovery of issue.

Government Review.
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3.7.3.B | Coordinate changes to Coordinate change within 1 day of Government Review.
COE completion.
3.7.3.C | Timely status reporting Contractor shall provide written status Government Review.
report once every week. Issues that can
cause delay in execution shall be
reported to government as soon as issue
is known.
3.7.4 - Deployment, Training and Closeout
3.7.4.A | Provide fully functional Contractor shall test systems in pre- Government Review.
hosting service production environment. Resolve
issues prior to deployment in
production.
3.7.4.B | Proper knowledge Contractor shall develop systems guide | Government Review.
transfer to in-house and manuals for turn-over to in-house
support support 30 days prior to full system
deployment.
3.7.4.C | Document system Contractor shall document system Government Review.

configuration items,
interfaces, dependencies

configuration items, interfaces, and
depencies 30 days prior to project

completion.

3.8 Contract Management

3.8.A Provide contractor Contractor shall provide monthly Government review
personnel coverage report | coverage report to government for:
e core hours (0600-1800 M-F)
e  off-hours call-back support,
and
e maintenance weekend
coverage
3.8.B Provide contract status Contractor shall provide: Government review

reports

e Bi-weekly budget and burn
rate report for every task order
issued against this contract

e Monthly financial and staffing
status report

e  Monthly contract review with
government to discuss overall
health of the contract
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Item Deliverable Format Date Required
3 C0001 - Fully qualified and skilled personnel for Upon contract award. See
Key Positions #1 thru #4 Section 7.8 for proposing
substitutions.
3 C0002 - Fully qualified and skilled personnel for Upon contract award. See
Key Positions #5 and #6 Section 7.8 for proposing
substitutions.
C0003 - Fully qualified and skilled personnel for
3 | Key Positions #7 and #8 Upon contract award. See
Section 7.8 for proposing
substitutions.
3 C0004 - Fully functional and documented system Upon completion of large
hosting project
3 CO0005 - Fully trained in-house support 30 days prior to completion
of large hosting project
PO001 - Standard Dell Server Standalone .
31l1la Configuration Checklist Word Document As Required
P0002 - Standard Dell Server Virtual .
31l1la Configuration Checklist Word Document As Required
31l1la POOO.B ) St_andard HP.Server Standalone Word Document As Required
Configuration Checklist
P0004 - Standard HP Server Virtual .
31l1la Configuration Checklist Word Document As Required
311a P000_5 - St_andard Suq/OracIe Server Standalone Word Document As Required
Configuration Checklist
311a P000_6 - St_andard Suq/Oracle Server Virtual Word Document As Required
Configuration Checklist
3.11b POOO? i St_andard W“_”dOWS O Standglphe Word Document As Required
Configuration Checklist
P0008 - Standard Windows OS Virtual .
3.11b Configuration Checklist Word Document As Required
311b P000_9 - St_andard Lm_ux/RedHat OS Standalone Word Document As Required
Configuration Checklist
311b P001_0 - St_andard Lm_ux/RedHat OS Virtual Word Document As Required
Configuration Checklist
P0011 - Standard Solaris OS Standalone .
3.1.1b Configuration Checklist Word Document As Required
P0012 - Standard Solaris OS Virtual .
3.11b Configuration Checklist Word Document As Required
3.1.2.a | P0013 - SAN Storage configuration checklist Word Document As Required
3.1.2.a | P0014 - NAS Storage configuration checklist Word Document As Required
312a Er?eocllfllst CIFS/NFS Storage configuration Word Document As Required
3.1.2.a | P0016 - SAN Device architecture diagram Visio Diagram As Required
3.12b Egggt_ Storage Utilization and Growth Trends Excel SpreadSheet As Required
3134 E(r)](éiﬁli;tStandard Backup Device Configuration Word Document As Required
3.1.3.b | P0019 — Daily report identifying the status of Word Document As Required
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previous night's backup

P0020 — Daily report identifying the progress of

3.1.3b . s . Word Document As Required
resolving backup job failures.
3.1.3b PO021 — Monthly report confirming that all Excel SpreadSheet | As Required
servers have backup jobs scheduled.
3.1.4 | P0022 - Network Tracking Inventory Excel SpreadSheet | As Required
3.1.6 | P0023 - Maintenance tasks list and status Excel SpreadSheet As Required
317 P0024 - Hardware refresh implementation Excel SpreadSheet As Required
schedule
3.1.7 | P0025 - Fully supported hardware As Required
3.2.1.a | P0026 - Work Breakdown Schedule (WBS) Excel SpreadSheet As Required
P0027 - Database Binaries Standard .
321a Configuration Checklist Word Document As Required
3.2.1.a | P0028 - Software Installation Procedure Word Document As Required
3.2.1.a | P0029 - Network Interfaces document Visio Diagram As Required
3.2.1b !30030 - SOP for creating databases and Word Document As Required
instances
3.2.1b POO?TI ) D_atabase an_d instance standard Word Document As Required
configuration checklist
3.2.1.b | P0032 - Database backup and restore procedure | Word Document As Required
321b P0033 - Autor_natlon scripts for creating basic As Required
databases and instances
3.2.1.b | P0034 - Database and systems interfaces list Excel SpreadSheet As Required
3.2.1.b | P0035 - System dependency hierarchy diagram | Visio Diagram As Required
3.2.1.c | P0036 - Performance statistics and trend reports | HP Trend Report As Required
3.2.1.d | P0037 — Backup schedule log Word Document As Required
3.2.1.d | P0038 — Automated job status report Word Document As Required
3.2.1.d | P0039 — Database test restore plan Word Document As Required
331a P0040 - Ins_tallatlon Steps and Configuration Word Document As Required
Parameter List
3.3.1.a | P0041 - Roll-back Steps Word Document As Required
3.3.2.a | P0042 - Business Systems Interfaces document | Word Document As Required
3.3.2.a | P0043 - Updated Configuration Items Checklist | Word Document As Required
3.3.2.b | P0044 - Maintenance tasks list and status Excel SpreadSheet As Required
333 Egg?)?ts_ Performance and Availability Trend HP Trend Report As Required
3.4.1 | P0046 — Incident Action Reports Word Document As Required
3.4.1 | P0047 — Exception report Word Document As Required
3.4.2 | P0048 - Call-Back Incident report Word Document As Required
3.4.2 | P0049 - Contractor on-call list Word Document As Required
35 PO(_)SO - Retina Scans, SRR scans and mitigation As Required
action reports
371 P0051 - System Requirements Analysis Word Document As Required
Document
372 P0052 - Sys_tem Technology Infrastructure Word Document As Required
Analysis Design Document
3.7.3 | P0053 — Weekly Status Reports Word Document Weekly
374 P0054 - Syste_m configuration items, interfaces Visio Diagram As Required
and dependencies
3.8 P0055 - Monthly coverage report Word Document Monthly
3.8 I;zgg?t- Bi-Weekly Budget and Burn Rate Excel SpreadSheet | Bi-Weekly
3.8 P0057 - Monthly Contract Review Presentation PowerPoint Monthly
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Quality Planning, Control And Assurance

Quality Assurance Surveillance Plan (QASP):

The quality assurance surveillance plan (QASP) outlines the framework and methods that will be
utilized to provide surveillance and review of the Contractor’s fulfillment of contract acceptance
criteria and other contract standards, including its quality control plan execution. The Government
shall develop the QASP and evaluate Contractor performance based on this framework. The
Government will evaluate the overall project performance on a regular basis to provide confidence that
the project will satisfy the relevant quality standards. The system shall be applicable to all
subcontractors and members of the contractor’s team, if appropriate.

Quality Control Plan (QC):

T he Contractor shall monitor the specific project results to determine that they comply with relevant
quality standards and identify ways to eliminate causes of unsatisfactory performance through
utilization of its Quality Control (QC) plan based on Project Management Institute (PMI) best
practices.

The Contractor shall address the quality control planning, execution and tracking to be utilized to
assure compliance with task order performance standards. The Contractor shall provide its quality
control program in its technical proposal.

The contractor shall develop, implement and maintain a quality assurance program. The system shall
included inspection, validation, evaluation, corrective action and procedures necessary to effect quality
control of all performance and products under the contract. The system shall allow inspection and
evaluation by the government.

Government Furnished Information, Services, And Equipment

The Government will furnish NMCI workstations and network resources, workspace, furnishings,
office supplies, document reproduction, fax and telephone services, video-conferencing and web-
conferencing necessary to accomplish assigned work covered by this Contract when some or all of the
support must be performed in Government spaces.

The Government will make available relevant standards, functional statements, technical manuals,
computer systems guides, reference material, regulations, instructions, and operational procedures
necessary to accomplish this Contract.

The Government will provide Government Common Access Cards (CAC).

The Government will provide hand held equipment to accomplish assigned work covered by this
Contract.

The Government will provide the required number of software licenses necessary to accomplish this
Contract when support effort is required to be in government spaces on government-provided NMCI
workstations. At the completion of these tasks, all software and customized computer code shall be
surrendered to the Government.

The Government will provide remote access to systems at the NAVFAC Information Technology
Center at Port Hueneme, CA to accomplish assigned work covered in this Contract when support
effort is not required to be on-site in government spaces. The access will be in compliance with
current NETWARCOM, SPAWAR, NMCI and NAVFAC guidance and directives. The Government
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will provide access to any installation required in accordance with current DOD and Navy guidance
and directives.

Contractor Furnished Information, Services, And Equipment

The Contractor shall provide technical support as needed to meet the requirements of the Contract as it
pertains to facilities, supplies and services.

Contractor is responsible for obtaining Card Readers and Software to be utilized with the Government
furnished CAC Cards on non-NMCI workstations.

Contractor workstations connecting remotely to the NAVFAC Information Technology Center at Port
Hueneme, CA will be in compliance with current NETWARCOM, SPAWAR, NMCI and NAVFAC
guidance and directives.

Contractor shall be responsible for reproduction and shipping charges for training manuals.
Contractors traveling overseas shall be required to provide passports.
Other Information/Period Of Performance/Travel/ Points Of Contact

7.1. Hours of Work:

Hours of work shall vary based on the task being performed. Certain tasks may require work and
travel after normal business hours, on weekends and holidays. For certain tasks, the contractor
may be required to provide services 24 x 7. Actual hours of work will be agreed upon at Contract
start up

7.2. Place of Performance:

NAVFAC Information Technology Center (NITC)
1000 23" Avenue, Building 2
Port Hueneme, CA 93043
OR
This Contract work may require work to be performed at any NAVFAC CONUS/OCONUS
location, see Attachment 06.

7.3. Period of Performance:

This contract period of performance shall be for one (1) base year and two (2) one-year options
and is subject to the availability of Government funds. The option years may be exercised when
determined by the Government to be in its best interest and in accordance with applicable
acquisition regulations and policies.

In accordance with FAR 52.217-9 Option to Extend the Term of the Contract (Mar 2000), the
Government may extend the term of Contract by written notice to the Contractor five (5) days
prior to contract expiration provided that the Government gives the Contractor a preliminary
written notice of its intent to extend at least 30 days before the contract expires. The preliminary
notice does not commit the Government to an extension. If the Government exercises this option,
the extended contract shall be considered to include this option clause. The total duration of
Contract, including the exercise of any options under this clause, shall not exceed 3 years.
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7.4. Travel:

The contractor shall perform travel as required in the performance of the contract as stated in
individual task orders. Travel shall consist of CONUS/OCONUS travel, in support of the contract
requirements identified in this Contract.

Travel arrangements and costs shall be in accordance with the Joint Federal Travel Regulations.
Before undertaking any travel in performance of this Contract, the Contractor shall have the travel
approved, in writing. Any travel expenses that are invoiced to the government shall be
accompanied with backup or supporting documents.

74.1. Air:

The contractor shall, to the maximum extent practical, minimize overall travel costs by taking
advantage of discounted airfare rates available through advance purchase. Charges associated
with itinerary changes and cancellations under nonrefundable airline tickets are reimbursable as
long as the changes are driven by the work requirement.

7.4.2. Non-Reimbursable Travel:

The following travel shall not be reimbursed: travel performed for personal convenience or daily
travel to and from the designated work site.

7.5. Training:

The Government will not allow costs, nor reimburse costs associated with the contractor training
employees in an effort to attain and/or maintain minimum personnel qualification requirement nor
any specialized certification requirements of this Contract. Attendance at workshops or
symposiums and IA certification tests are considered training for purposes of this clause.

7.6. Monthly Status Reports:

The contractor shall submit a monthly status report consisting of an executive summary covering
the major activities, burn rates, and financial status of the previous month. These reports shall
contain an accurate, up-to-date summary account of major accomplishments completed during the
month, actual and projected burn rates (hours and funds), and financial status of the contract.
Report will be provided in a PowerPoint presentation. An alternate report may be substituted for
this format as agreed to at task start up.

The Contractor shall submit monthly reports in electronic format 5 business days after the
previous month.

7.7. NAVFAC IT Hosting Architecture:
Is identified in the NAVFAC Common Operating Environment (Attachment 02).

7.8. Key Positions:

The Contractor agrees to assign full-time equivalent (FTE) personnel to positions designated as key
positions and these personnel shall be committed to the project for its duration. No substitution shall
be made without prior notification to and concurrence of the Ordering Officer. All proposed
substitutes shall have qualifications equal to or higher than the qualifications of the person to be
replaced. The Ordering Officer shall be notified in writing of any proposed substitution at least forty-
five (45) days, or ninety (90) days when a security clearance is to be obtained, in advance of the
proposed substitution. The notification shall include:

0 An explanation of the circumstances necessitating the substitution;
0 acomplete resume of the proposed substitute;
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o and any other information requested by the Ordering Officer to enable the Government to
judge whether or the Contractor is maintaining the same high quality of personnel.

Contractor personnel holding the position titles and having the qualifications listed in Attachment 04
are considered essential to the work being performed under this Contract.

7.9. Contractor ldentification:

In accordance with DFARS 211.106, “Contractor employees shall identify themselves as contractor
personnel by introducing themselves or being introduced as contractor personnel and displaying
distinguishing badges or other visible identification for meetings with Government personnel. All
contractor employees shall appropriately identify themselves as contractor employees in telephone
conversations and in formal and informal written correspondence.”

Contractor shall ensure, to the extent practicable, that external correspondence signed by Contractor
employees is on company letterhead. Internal correspondence, including e-mail and memoranda, must
include the name of the company in the signature line or in another clearly identifiable location. In all
contact with the public and Government officials, contractor personnel shall identify themselves as
contractor employees working under contract to NAVFAC.

Contractor shall ensure that their onsite personnel, when receiving or placing telephone calls, identify
their employer, in addition to whatever other appropriate greeting are used.

When participating in meetings with Government and/or other Contractor employees, ensure that their
personnel properly identify themselves as Contractor employees so that their actions will not be
construed as acts of Government officials.

All Contractor staff working on-site at any of the client installations during task order performance
shall wear at all times a DOD or Contractor furnished Identification.

The Contractor must comply with the implementation of Federal Information Processing Standards
(FIPS) Publication Number 201, Personal Identify Verification of Federal Employees and Contractors.

7.10. Intellectual Property:

This Contract is funded by the United States Government. All intellectual property generated and/or
delivered pursuant to this Contract shall be subject to appropriate federal acquisition regulations which
entitle the Government to unlimited license rights in technical data and computer software developed
exclusively with Government funds, a nonexclusive license to practice any patentable invention or
discovery made during the performance of this Contract, and a nonexclusive and irrevocable
worldwide license to reproduce all works (including technical and scientific articles) produced during
this Contract.

All products delivered under this statement of work shall conform to current DOD, Department of
Navy (DON) and NAVFAC standards and guidelines. The Navy shall maintain full data rights to all
products and deliverables.

7.11. Transition between Contract and Continuity of Service:

If a successor contract is awarded prior to the final expiration date of this Contract, the Government
may issue task orders to the successor Contractor prior to the expiration date of this Contract.
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The Contractor must recognize that services under this Contract are vital to the Government and must
be continued without interruption and that upon Contract expiration, a successor, either the
Government or another Contractor, may continue such services. The Contractor agrees to exercise its
best efforts and cooperation to effect an orderly and efficient transition.

The awardee shall not recruit on Government premises or otherwise act to disrupt Government
business. Within ten (10) calendar days of a Contract award, the Contractor shall inform the
appropriate TOM of incumbent personnel, who will not be placed on the Contract.

The Contractor shall have management and administrative support in place to fulfill work requirements
at time of commencement of the Contract performance. Addresses, telephone numbers, and functional
responsibilities shall be provided to Ordering Officer and TOM at time of work initiation.

The Contractor shall provide phase-in, phase-out services, at no additional cost to the Government, as
long as there is any active Contract. Appropriate Contract management personnel shall meet with the
successor Contractor to coordinate Contract transition. Discussions shall include personnel transition
to the successor Contractor, and the transition of Contract specific items such as Government or
Contractor furnished supplies, materials, equipment, and services.

The Contractor shall disclose necessary personnel records (names and phone numbers) to allow the
successor to conduct interviews for possible transition. If selected employees are agreeable to the
change, the incumbent Contractor shall grant release at a mutually agreed date and negotiate transfer of
the employee's earned fringe benefits. The resumes for incumbents must be approved by the
Government prior to assignment to a position.
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8. Attachments

Attachment 01 - Enterprise Business Systems

PLACEHOLDER
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Attachment 02 - Common Operating Environment (COE)

PLACEHOLDER
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Attachment 03 - Application Technology Stacks and Hosting Services

PLACEHOLDER
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Attachment 04 - Key Positions

PLACEHOLDER
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Attachment 05 - Non Disclosure Form

PLACEHOLDER
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Attachment 06 - Department of Homeland Security Employment Eligibility Verification, Form 1-9

PLACEHOLDER
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Attachment 07 - Contractor Verification System (CVS)

PLACEHOLDER
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Attachment 08 - System Authorization Access Request Form (SAAR)

PLACEHOLDER
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1.

Technology Stacks and Hosting Services

Introduction

1.1. Purpose

This document serves as an overview description of the technology stacks and hosting
services that comprise the NAVFAC Data Center hosting environments.

1.2. Scope

This document encompasses all existing hosting services and technology stacks
supporting all business systems hosted at the NAVFAC Information Technology Center
(NITC) located in Port Hueneme, California .

1.3. Target audience

o NAVFAC Information Technology Center Application Service Provider
NAVFAC Acquistion
e Contractor

NASP Hosting Services

2.1. Big IP Service

Big IP provides PKI certificate validation, server SSL offloading, application load balancing,
and HTTP acceleration for the NITC datacenter. Users access the Big IP through pre
configured URL’s with a HTTPS connection to the device. If a user tries to connect on a
HTTP connection, the user is redirected to a HTTPS connection. The user PKI certificate is
then validated. The PKI certificate validation request is forwarded to an OCSP responder on
HTTP. Once the certificate is determined to be valid the user is provided a secured
connection with Big IP. The Big IP device maintains a secured connection with the user and
creates a HTTP session to server through a web configured port. The Big IP device monitors
the web traffic and load balances the traffic across multiple servers if available. The Big IP
device also provides web acceleration across the web connection.

2.2. Report Generation Service

Report Generation Services are available to all NAVFAC users and hosted Business Systems.
The Report Generation Service utilizes the COGNOS Business Intelligence (Bl), COGNOS
TMI, Oracle Reports, Oracle Discoverer, and Business Objects Enterprise Reporting
(CRYSTAL) applications. Reports are developed and customized utilizing these reporting
tools. The reports are tested, and then promoted to the eDMZ to be accessed by end users
across NAVFAC. Individual report specifications can be found in the Business System
specific documentation.

2.3. Performance Monitoring

NITC monitors performance and availability of servers, databases and devices utilizing HP
SiteScope, HP Loadrunner, HP Discovery Probe, HP Business Process Monitors (BPM) and
HP Business Availability Center (BAC).
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2.4. Backup and Restoration Services

Backup Services are provided for all NITC hosted Business Systems. The backup system
consists of EMC Networker servers, EMC Data Domain 880 and a Sun StorageTeck SL500
library. All servers are managed through the EMC Networker application, located on the
Backup Management Servers. The Backup Management Servers schedules backup events and
sends the events to a networker client installed on the eDMZCOE servers. Backup schema
and schedules for follow the current NITC policy:

e Enterprise whole system backups are on a Daily Incremental schedule was well as a
Weekly-Full.

e The retention period is 3 weeks.

o Application specific data that requires offsite storage is copied to tape media weekly
and sent to an offsite facility.

2.5. Host Base Security System

Host Base Security System (HBSS) services are provided to all NITC Unix and Windows
hosted servers. The specific protection application is mandated by the DoD. Signature
Updates are retrieved from approved repositories and transferred to the NAS. Updates, also
stored on the management server, are scheduled to be pushed to all managed Windows
servers. The availability of updated UNIX and Linux antivirus definitions is checked weekly
and manually loaded to the NAS Gateway.

2.6. Domain Administration

Domain Administration Services are provided to all NITC hosted servers. The administration
of the domain for Windows servers is provided through Microsoft Active Directory Services
which includes account security, encryption, group policy management, group membership
and time. Domain Name Services (DNS) is also provided with uplift services to NMCI.

2.7. User Administration

User authentication is administered through the Solaris Lightweight Directory Access
Protocol (LDAP) for UNIX/Linux and Microsoft Active Directory Services for Windows.
The LDAP directories contain the access rights for containers and objects on the server, as
well as access permissions and group memberships.

2.8. Vulnerability Assessment

A critical aspect to effective Computer Network Defense (CND) is ensuring software
operating systems and applications are kept up-to-date with the latest vulnerability patches.
Vulnerability compliance tracking and reporting involves having an accurate account of all
network assets and their configurations. Then, identifying assets that are impacted by a given
vulnerability, applying corrective actions (e.g., patch installation/reconfiguration) or
developing/implementing Mitigation Action Plans where installation of a patch or
configuration change is not feasible or adversely impact operations. NITC’s Vulnerability
Assessment Services includes:

e Maintaining a current, accurate asset inventory
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Conducting regular vulnerability assessments

Facilitating the correlation of detected vulnerabilities

Verification of vulnerability remediation/solution

Responsive and accurate compliance reporting

Vulnerability identification, evaluation, development of steps to eliminate the
vulnerability and dissemination of information about the vulnerability and
associated corrective actions

Proper execution of corrective actions both required and ad hoc

Notification that corrective actions are completed

Verification of compliance with the corrective action

Periodic scans of the network to ensure continued compliance

Vulnerability Assessment Services (VA) services are provided to all NITC Unix, Linux and
Windows hosted servers and appliances. This service currently encompasses vulnerability
scanning, baselining, and auditing.

2.9. Shared Storage Services

Shared Storage Services are provided for all NITC hosted servers that require Network
Attached Storage (NAS) or Storage Array Network (SAN) connections.

2.10. Mail Relay Services

Mail Relay Services are available for all NITC hosted Business Systems that require mail
forwarding. Email generated by the Business System is sent to the NITC Mail Server and
then relayed to a NMCI Mail Server. Requests are only allowed for outbound mail relaying
and controlled by an ACL.

2.11. Secure File Transfer Services

Secured File Transfer Services are available for all NITC hosted Business Systems that
require a secured data transfer via SFTP. The Secured File Transfer server acts as a data
repository allowing endpoint connections to retrieve and deposit data in a controlled
environment. As files are uploaded they are scanned for viruses. Connections are prompted
for a unique logon and strong password. If the login credentials are valid, the connection is
granted access to the directories and files allowed by ACL permissions.

2.12. Secure Server Access Services

Secure access to hosted servers is available via the Secured Server Access service.
Connections can come from NMCI workstations using an installed Secured Server Access
application or from non-NMCI workstations via a Citrix Presentation Server.

2.13. Secure Application Delivery Services

Secure Application Delivery Services are applications that are available to support Business
Systems or the framework itself. Connections can come from NMCI workstations using an
installed Citrix Web Interface client application or from non-NMCI workstations via a Citrix
Presentation Server.
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2.14. CITRIX Infrastructure Management Service

The Citrix Infrastructure Management service monitors and maintains the frameworks on-
demand application delivery solution.

2.15. Infrastructure Management Service

Infrastructure Management Service is used to monitor and maintain the framework and
hosting servers. A management server for each Operating System (UNIX, Linux, and
Windows) and VMWare are provided to process OS specific tools to manage their respective
environment. The Oracle databases have an enterprise OEM management server for the same
reason.

2.16. Enterprise Licensing Service

Enterprise Licensing Services are provided to centrally manage license requirements for
applications that require shared licensing. This licensing model allows NAVFAC to take full
advantage of the applications usage throughout the enterprise. The process to request a
license starts when a user launches an application that resides on their workstation that is
configured for the Enterprise License Server. If a license for the requested application is
available, the license server “checks a license out”. The license is returned to the server once
the user exits the application. This service is only available to NMCI seats.

2.17. Source Code Management Service

Source Code Management Services are available for all NITC hosted applications that require
Source Code to be centrally managed. Management is accomplished utilizing Microsoft
Team Foundation Server.

2.18. Web and Application Hosting Service

Web and Application Hosting Service comprise of all Web base applications, including:
Microsoft 11S, Adobe ColdFusion, Oracle Fusion Middleware, Oracle Application Server,
Apache, Tomcat, Oracle Apex, Oracle Portal, Oracle Web Center, Oracle Discoverer,
CITRIX based applications, and Microsoft Sharepoint.

2.19. Enterprise Data Services

Enterprise Data Services comprise of all database systems that support hosted applications,
including: Oracle 10g, Oracle 11g, SYBASE, Microsoft SQL 2005 and Microsoft SQL 2008.

2.20. Continuity of Operation and Disaster Recovery (COOP/DR) Services

All production business systems data are replicated to the remote COOP/DR site located at
Norfolk Virginia.
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3. Applications Technology Stacks

3.1. ESRI Geographic Information System (GIS)

Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
GIS applications hosted at the NITC hosting facility. The GIS environment includes three
distinct environments which are inter-dependent with each other for their successful operation.
These environments include the Geospatial databases using ESRI's ARCSDE and Oracle's
RDBMS products, the WEB-based applications using GeoMicro and ESRI's map rendering tools,
and the CITRIX-based Maintenance and Analysis for editing GeoSpatial information using
ESRI's ARCGIS Server Suite of products. The GIS hosting infrastructure currently hosts major
business systems configured for high-availability using F5 BiglIP load balancing techniques, and
interfaces with Oracle's Single Sign-on (SSO) features for its user authentication. This
technology stack utilizes the following products:

o Microsoft 11S Web application servers

o Citrix application servers

e Imagery Data Stores (Raster, Vector, Files, Transactional)

e ESRI's suite of products and supporting tools

3.2. ORACLE Fusion Middleware

Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
the Oracle Applications Technology Stack and all business systems it supports. The Oracle
Technology Stack environment includes multiple layers which are inter-dependent with each
other for their successful operation. Its features include: middle tier clustering, web caching,
OID/Single Sign-On, J2EE application integration, Enterprise Portal, Collaboration Services and
Discoverer.

The Oracle Applications Technology supports major business systems. The MidTier and
Infrastructure tier use Oracle's high-availability architecture using F5 BiglP's SSL and port
redirection features for UTP compliance. It hosts the Oracle Identity Manager/Single Sign-on
(OID/SS0), which supports all applications hosted at the NITC hosting facility. This technology
stack utilizes the following software suite:
o Enterprise Oracle Fusion Middleware (OFM) suite of products:

0 Oracle Web Logic
Oracle Web Center
Oracle Universal Content Manager
Oracle Identity Manager
Oracle Access Manager

O O0OO0Oo

e Oracle Application Express (OAPEX)
e Oracle Discoverer
e Oracle SSO/OID
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3.3. IBM MAXIMO
Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
the IBM MAXIMO core products, its supporting components, and all enterprise business systems
it supports. This technology stack utilizes the following technology:
IBM Maximo 7.1
IBM Websphere
IBM Rules Manager
IBM MQSeries

3.4. Enterprise Reporting Applications
Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
Enterprise Reporting Software, its supporting components, and all enterprise business systems it
supports. This technology stack utilizes the following technology:
e IBM COGNOS BI
IBM COGNOS TM1
SAP Business Objects/Crystal Enterprise
Oracle Discoverer
Oracle Reports

3.5. Other Web/Application Servers
Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
Hosted Web Sites, its supporting components, and all enterprise business systems it supports.
This technology stack utilizes the following technology:

e Microsoft 11S

Adobe ColdFusion
Apache
Tomcat
Atlassian JIRA with Grasshopper
Outstart Evolution
ASP.NET

3.6. Document Management Systems
Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
Document Management Software, its supporting components, and all enterprise business systems
it supports. This technology stack utilizes the following technology:
e Microsoft Sharepoint Enterprise
e Oracle Universal Content Manager
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3.7. Collaboration Systems

Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
Collaboration Software, its supporting components, and all enterprise business systems it
supports. This technology stack utilizes the following technology:

e Microsoft Sharepoint Enterprise

e Oracle Universal Content Manager

e Microsoft Team Foundation Server

e Microsoft Project Server

3.8. HP Enterprise Software Suite
Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
Performance Monitoring and Data Collection Software, its supporting components, and all
enterprise business systems it supports. This technology stack utilizes the following technology:
o Business Technology Optimization Suite
Business System Manager
Business Process Monitor
Universal CMDB
Discovery and Dependency Mapping (DDM)
LoadRunner
Operations Orchestration
Server Automation
Quality Center
QuickTest Professional
Service Manager
Sitescope

3.9. CITRIX Systems
Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
CITRIX based applications, its supporting components, and all enterprise business systems it
supports. This technology stack utilizes the following software:
o XenApp Server
e XenApp Desktop

4. Enterprise Database Technology Stacks

4.1. Enterprise Database

Naval Facilities Engineering Command (NAVFAC) Information Technology Center (NITC),
NAVFAC Application Services Provider (NASP), maintains the operations and sustainment of
Enterprise databases using Oracle Enterprise Database Suite and its supporting components. This
technology stack utilizes the following software:

e Microsoft SQL Server
e Oracle Enterprise Edition
e SYBASE
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1.0

1.1

1.2

121

GENERAL/ORGANIZATION/SCOPE/ BACKGROUND/OBJECTIVE
Organization to be supported:

Navy Facilities Engineering Command
1322 Patterson Ave SE
Washington Navy Yard, DC 20374-5065

Work is to be accomplished for the Naval Facilities Engineering Command (NAVFAC) Command
Information Officer (CIO).

The recurring phrase, “The contractor shall,” means that the firm selected for this procurement will, in
accordance with all applicable Federal, state, and local laws, regulations, guidance, and policies, furnish the
necessary personnel, services, products, materials, equipment, knowledge, and expertise to successfully
complete the tasks required under this task order.

The Contractor shall be responsible for complying with all applicable Federal Acquisition Regulations
(FAR), Defense Federal Acquisition Regulations (DFAR).

Scope:

Naval Facilities Engineering Command (NAVFAC) has a requirement to deploy and sustain an array of
Enterprise Business Systems that will be utilized throughout various Navy Organizations to include all
NAVFAC sites, all Navy Regions, the Marine Corps, and select private business partners. This array of
Enterprise Business Systems supports the broad spectrum of NAVFAC’s business, employs a broad range
of technical solutions, and could vary from a web-based application to a client server- & web-based
application to a data warehouse that supports NAVFAC corporate reporting. Client server applications are
accessed via thin client, i.e. Citrix protocols. As a result, NAVFAC has a need for functional and technical
programmatic support to include deployment support, operations and maintenance, configuration and
change management, project management planning and analysis, and technical support for all NAVFAC
Enterprise Business Systems. The list of enterprise-wide business systems are listed and discussed in the
Business System Overviews (Attachment 1).

This is a Performance Work Statement (PWS). The scope of this PWS is to provide functional and
technical programmatic support to include deployment support, operations and maintenance, configuration
and change management, project management planning and analysis, and other technical support for all
NAVFAC Enterprise Business Systems. The Contractor is responsible for achieving the desired results
based upon their approach and internal processes. The Contractor shall provide all services, personnel,
personnel supervision, materials, equipment and transportation necessary (except as otherwise specified
herein) to accomplish the requirements of this PWS.

Clearances and Licensing:
Contractor personnel working on this task shall be U.S. Citizens.

NAVFAC IT work is accomplished at IT level Il in accordance with SECNAV M-5510.30. Appropriate
background check levels should be at the NACLC or higher level for all resources provided in support of
this contract.

Work performed as part of executing this requirement will be at the SENSITIVE BUT UNCLASSIFIED
level. The contractor shall pursue and obtain final appropriate clearances (as defined by SECNAV M-
5510.30 at https://doni.daps.dla.mil/SECNAV%20Manuals1/5510.30.pdf - see sections 6-8 paragraph j.)
for all personnel as required by individual task. All contractor personnel shall have a successfully
adjudicated Access National Agency Check with Inquiries (ANACI) or National Agency Check with Local
Agency (NACLA) as required by Information Technology (IT) level 1l “Limited Privileged Access”. Tasks
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1.2.2

1.2.3

that require IT I level “Privileged Access” (e.g. involving super user or root access, direct access to
operating system level functions, access to change control parameters of routers, multi-plexers, and other
key information system/network equipment or software; ability and authority to control and change program
files, and other users’ access to data or equivalent access) shall require a Single Source Background
Investigation (SSBI) with periodic reviews as appropriate. This shall also apply to all sub-contractor
personnel.

The contractor shall establish and maintain an access list of those employees working on this Task Order.
A copy of the access list shall be furnished to the Command Information Assurance Manager (CIAM). All
personnel reassignments and changes shall be documented within 3 business days via a revised access list
provided to the NAVFAC CIAM. NAVFAC will provide the contractor access to all areas as necessary to
support this effort.

Specific tasks may require security clearance or specialized certifications as identified in the performance
work statement.

The Contractor shall ensure that personnel accessing information systems have the proper and current
information assurance certification to perform information assurance functions in accordance with DoD
8570.01-M, Information Assurance Workforce Improvement Program, and SECNAV M-5239.2
Department of the Navy Information Assurance (I1A) Workforce Management Manual. The Contractor
shall meet the applicable information assurance certification requirements, including:

(1) DoD-approved information assurance workforce certifications appropriate for each  category
and level as listed in the current version of DoD 8570.01-M; and

(2) Appropriate operating system certification for information assurance technical positions
as required by DoD 8570.01-M.

Upon request by the Government, the Contractor shall provide documentation supporting the information
assurance certification status of personnel performing information assurance functions.

Contractor personnel who do not have proper and current certifications shall be denied access to DoD
information systems for the purpose of performing information assurance functions.
Specific tasks may require specialized certifications as identified in the performance work statement.

Privacy Act:

Work on this project requires that Contractor personnel have access to Privacy Information as identified in
the Business System Overviews (Attachment 1). Personnel shall adhere to the Privacy Act, Title 5 of the
U.S. Code (USC), Section 552a and applicable agency rules and regulations.

Contractor will be held liable for all data breaches where he/she is determined to be culpable (e.g., contract
proprietary information, social security numbers (SSN) and other sensitive personnel information, etc).
Contractor will be held liable and be required for taking steps such as notifying affected parties or providing
credit monitoring.

Contractor personnel shall sign a Non-Disclosure Form (Attachment 2).

Access Requirements:

Contractor employees shall fill out a Department of Homeland Security Employment Eligibility
Verification, Form 1-9 (Attachment 3).

Contractor personnel shall coordinate with the Government sponsor to complete and submit an application
for a DOD Common Access Card (CAC) through the Contractor Verification System (CVS). See

Page 5 of 46
EBS CDA COTS PWS -082311.docx





13

1.4

Attachment 4 fo the application procedures. The issuance of a Common Access Card (CAC) to a contractor
requires, at a minimum, a completed National Agency Check (NAC), or what is considered a
trustworthiness check, as well as an initiated National Agency Check with Written Inquiries (NACI).
Companies who employ government contractor personnel will have to complete and submit the NACI on
behalf of the individual prior to their arrival on-site. Contractor shall complete and submit a NACI on
behalf of their employees prior to arrival on-site. This policy is in accordance with the DoD Physical
Security Program, DOD 5200.8-R and the Contractor Verification System (CVS) Trusted Agent program.

Once the CAC request has been approved, Contractor personnel will proceed to the designated CAC
issuance location identified by the Government sponsor with the appropriate documentation to support their
identification and/or citizenship. The CAC issuance location will then issue the CAC.

Contractor employees traveling overseas must be eligible to obtain a passport.

Contractor employees shall successfully complete an online Information Assurance (1A) training class
(approximately 1.5 hours in duration) each year. See Attachment 5.

Contractor employees shall fill out a System Authorization Access Request Form (SAAR) (see Attachment
5) to obtain access to any Government system (remote or otherwise).

Within 7 working days, the contractor shall adhere to NAVFAC checkout procedures for the termination
and/or collection of all Public Key Infrastructure (PKI), CAC, NAVFAC Badges, Parking Passes, and
Parking Decals. This pertains to NAVFAC support contractors both on site and off site.

Background:

The NAVFAC is an Echelon 11 Systems Command under the Chief of Naval Operations (CNO), with
additional authorities and responsibilities from the Secretary of the Navy (SECNAV). NAVFAC is a
global military command with a Headquarters element and Component Commands that work together as
one organizational team. NAVFAC also provides technical support for Navy expeditionary engineer
readiness and doctrine, and program management support for multiple NAVFAC/CEC/SEABEE programs,
including the Ocean Facilities Program and the Sealift Support Program.

The NAVFAC, Command Information Officer (C10) has a requirement to provide optimized IT services to
a global footprint of internal and external customers. Today, NAVFAC Enterprise IT service requirements
are provided by three contracts from different contractors; a framework that reduced the number of
contractors significantly. While this reduced inefficiencies such as overlaps, redundancies, communications
gaps and disjointed “hand offs”, NAVFAC is looking to improve the framework to better align with
NAVFAC’s portfolio of information technology products and services. Based on internal analyses and
industry feedback, NAVFAC believes that this improved framework will be an effective means of achieving
improved service delivery relative to performance, availability and functional optimization.

Services will be provided at various NAVFAC activities, as appropriate, but primarily at NAVFAC's
Information Technology Center (NITC). This acquisition strategy is comprised of four (4) major
acquisitions that will encompass all contractor-provided IT services for NAVFAC. Splitting the work into
four core enterprise areas (Enterprise Application Hosting Support, Enterprise Business Systems Support
(2), and Enterprise Operations Support) provides checks and balances as appropriate, and protects the
contractor from internal conflicts of interest.

Obijectives:
The objective of this project is to provide full IT life cycle support, including requirements definition,

design, deployment and management of NAVFAC’s enterprise business systems, including the integration
of NAVFAC's core facilities management, construction management, and installation management systems
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2.0

2.1

2.2

2.3

2.4

2.5

2.6

in a fashion that will effectively and efficiently enable "end-to-end" facilities management for the
Department of Navy and numerous DOD customers world-wide.

DEFINITIONS

Common Operating Environment (COE)

The Common Operating Environment (COE) identifies the layers of the NAVFAC Enterprise hosting
infrastructure, network boundaries/Zones, and the hardware/software/storage platform. Attachment (02) is
a representation of the NAVFAC/NITC Data Center COE.

Technology Stacks (TS)

The NITC enterprise applications hosting architecture supports distinct and separate technology stacks
based on application requirements, but are inter-related and inter-dependent with each other. Attachment
03 - NAVFAC Hosting Technology Stacks describes technologies that support the NITC enterprise hosting
architecture, and identifies software components that are utilized and the business systems they support.

Technology Refresh (TR)

NITC performs periodic replacement of equipment to ensure continuing reliability of equipment and/or
improved speed and capacity. To meet IT roadmaps for consolidation and refresh requirements, NITC must
be able to change rapidly without substantially impacting or reducing capability enhancements that are
coordinated in obsolete solutions. Major technologies refresh requiring re-designing the hosting
architecture to better meet technology roadmaps (ie: virtualization, consolidation, cloud computing), is a
viable option for NITC if it meets DOD initiative for server footprint reduction.

Sustainment and Maintenance

NITC performs day-to-day operational sustainment and technical support of all services and applications
hosted at the NITC hosting center. Maintenance work is normally performed during non-core hours or
weekends to minimize impact to the user community. Sustainment and maintenance tasks are tracked
through the NITC change management process.

Emerging Systems

NITC maintains a common operating environment and core technology stack. New systems that do not
conform to the existing NITC hosting COE or Technology Stacks, and require separate server environment,
will be considered "emerging" systems. Once the system is fully deployed, it becomes part of the COE
/Technology stack, and will then require daily sustainment and maintenance support. Although this
scenario does not happen very often, it is likely that there will be two (2) occurrences of an emerging system
within the life of this contact.

Continuous Process Improvement (CPI)

The NITC hosting center maintains several processes and procedures for standardization. These processes
and procedures are based on CMMI and ITIL framework and industry's best practices. Government-
initiated audits are conducted to ensure these processes and procedures are followed and maintained. All
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2.7

2.8

2.9

2.10

2.11

employees of the hosting facility (both government and contractors) shall continually update SOPs within
their area of responsibilities.

Government-Approved Outages

The NITC maintains a calendar of approved maintenance schedules that require system outages. These are
usually done during non-core hours and weekends. Government-approved outages include: (1) scheduled
weekend maintenance, (2) unscheduled system maintenance due to system issues/failures, and (3) critical
IA/IAVA/INFOCON/SRR implementations which could happen during the week.

Application Virtualization

Application Virtualization describes technologies that improve portability, manageability and compatibility
of applications by encapsulating them from the underlying operating system on which they are executed. A
fully virtualized application is not installed in the traditional sense, although it is still executed as if it were.
The application is fooled at runtime into believing that it is directly interfacing with the original operating
system and all the resources managed by it, when in reality it is not. In this context, the term "virtualization"
refers to the artifact being encapsulated (application), which is quite different to its meaning in hardware
virtualization, where it refers to the artifact being abstracted (physical hardware). CDA (for GOTS) and
software vendor (for COTS) approvals must be obtained prior to implementation in the NITC hosting
environments.

Hardware Virtualization

Hardware virtualization is a virtualization of computers or operating systems. It hides the physical
characteristics of a computing platform from users, instead showing another abstract computing platform.
NITC is using VMWare and Solaris Container Virtualization Software to control virtualization. Hardware
and operating systems virtualization is an on-going effort at the NITC Hosting Facility to comply with
DON's server footprint reduction initiative.

Storage Virtualization and Consolidation

Storage virtualization is the pooling of physical storage from multiple network storage devices into what
appears to be a single storage device that is managed from a central console. NITC uses NetApp to control
storage from EMC and NetApp

Storage consolidation is an ongoing effort at NITC to standardize on the NetApp SAN System. NITC isin
the process of migrating data from the EMC and SUN devices into the NetApp SAN System to comply with
the NAVFAC IT Roadmap.

Acronyms

0 ACNO-IT - Assistant Chief of Naval Operations for Information Technology
ACTR - Assistant Contract Technical Representative (NMCI Term)

AHF — Application Hosting Facility

ANACI - Access National Agency Check with Inquires

AQL —-Acceptable Quality Level

ASDP — Abbreviated Systems Decision Paper

ASP — Active Server Page?

ATL — Automated Tape Library

OO0OO0OO0OO0OO0OO0
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B2B — Business to Business

BCA — Business Case Analysis

BCP — Business Continuity Plan

BMS - Business Management System

BOY - Beginning of (Fiscal) Year

BPM — Business Process Monitor (key piece of performance monitoring software)
C&A - Certification and Accreditation

CA — Certification Agent

CAC - Common Access Card

CARS — Cyber Asset Reduction and Security

CCB - Configuration Control Board

CCR - Central Contractor Registration

CCM - Configuration & Change Management

CCMP - Configuration & Change Management Plans
CDA - Central Design Agency

CEC - Civil Engineering Corps

Cl - Configuration Item

CIAM — Command Information Assurance manager

ClO - Command Information Officer

CLIN - Contract Line Item Number

CM - Configuration Management

CMMI - Capability Maturity Model Integration

CMP — Configuration Management Board

CNO - Chief of Navy Operations

COB - Close Of Business

COE - Common Operating Environment

CONUS - Continental United States

COOP - Continuity of Operations Plan

COR - Contracting Officer’s Representative

CosS - Continuity of Service

COTS - Commercial-off-the-shelf

CPI - Continuous Process Improvement

CPU - Central Processing Unit

CTR - Contract Technical Representative (NMCI term)
CVS - Contractor Verification System

CYE - Calendar Year End

DAA - Designated Approval Authority

DADMS - Department of the Navy Applications and Database Management System
DBMS - Data Base Management System

DCPDS - Defense Civilian Personal Data System

DECC - Defense Enterprise Computing Center

DEERS - Defense Enrollment Eligibility Reporting System
DFAR — Defense Federal Acquisition Regulation

DIACAP — DoD Information Assurance Certification and Accreditation Process
DISA - Defense Information Systems Agency

DITSCAP - DoD Information Technology Security Certification and Accreditation Process
DMS — Defense Messaging System

DoD - Department of Defense

DODD - Department of Defense Directive

DODI - Department of Defense Instruction

DON - Department Of Navy

DR - Disaster Recovery

DSS - Decision Support System

DWAS - Defense Working capital fund Accounting System
El — Enterprise Integration

Page 9 of 46
EBS CDA COTS PWS -082311.docx





O oO0O0Oo

OO0OO0O0O0OO0OO0OO0DO0OO0OO0OO0OO0OO0OO

O0O0O0O0000D00D0O0D0DO0ODO0DO0ODO0ODO0ODO0ODO0ODODOODOOODOOOD0ODOOODO

E2E - End to End

EOY - End Of (Fiscal) Year

EP — Execution Plan

ESRI - Environmental Systems Research Institute (a leading geographic information systems
vendor)

EUL - End User Layer

FAM — Functional Area Manager

FAR - Federal Acquisition Regulation

FAQ - Frequently Asked Questions

FEC - Facilities Engineering Command

FISMA - Federal Information Security Management Act
FMO - Financial Management Office

FTE - Full-Time Equivalent

FY — Fiscal Year

GF - General Fund

GIS — Geographic Information Systems

GPO - Group Policy Objects

GPS - Global Positioning System

HVAC - Heating, Ventilation and Air Conditioning
HTMLDB - Hyper Text Markup Language Data Base (an Oracle Portal Development
Environment)

IA — Information Assurance

IAM — Information Assurance Manager

IAVA - Information Assurance Vulnerability Alert
IAVB - Information Assurance Vulnerability Bulletin
IAW — In Accordance With

IAWF - Information Assurance Work Force
IMMEDIATE - No more than 30 minutes

INFOCON - Information Operations Condition

IPT — Integrated Product Team

IT — Information Technology

ITIL - Information Technology Infrastructure Library
IV&V - Independent Verification and Validation

J2EE - Java Version 2 Enterprise Edition

JPAS — Joint Personal Adjudication System

JSP - Java Server Pages

LDAP - Lightweight Directory Access Protocol

LNS - Legacy Network Shutdown

LUN - Logical Unit

HPQC - HP Quality Center (Formerly Mercury Quality Center)
NACLA - National Agency Check with Local Agency
NAS — Network Attached Storage

NASP - NAVFAC Application Service Provider
NAVFAC - Naval Facilities Engineering Command
NBVC - Navy Base Venture County

NET — Navy Enterprise Transportation

NGEN - Next Generation (Navy-owned network)
NAVNETWARCOM - Navy Network Warfare Command
NFELC — Naval Facilities Expeditionary Logistics Center
NITC — NAVFAC Information Technology Center
NMCI - Navy Marine Corps Intranet

NTR - Navy Technical Representative

NWCF - Navy Working Capital Fund

OAPEX - Oracle Application Express

OAS - Oracle Application Server
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OCONUS - Outside Continental United States

OCS - Oracle Collaboration Suite

ODAA - Operations Designated Approval Authority
OEM - Oracle Enterprise Manager

OFM - Oracle Fusion MiddleWare

OID - Oracle Internet Directory

OLTP - On Line Transactional Processing

ONE-NET — OCONUS Navy Enterprise Network

OO - Ordering Officer

OS - Operating System

OST - Operational Support Team

PBSOW - Performance Based Work Statement
PEO-EIS - Program Executive Office for Enterprise Information Systems
PKE — Public Key Enabling

PKI - Public Key Infrastructure

POA&M - Plan of Actions and Milestones

POC - Point Of Contact

PW — Public Works

PWS — Performance Work Statement

QAJ/CM - Quality Assurance/Configuration Management
QASP — Quality Assurance Surveillance Plan

QC - Quality Control

QI Session - Quality Improvement Sessions (Process Validation/Audit)
QTP - Quick Test Professional

RDMBS - Relational Data Base Management System
RFA - Request for Action

ROI - Return on Investment

SA — System Administrator

SAAR - System Authorization Access Request

SAN - Storage Area Network

SCADA - Supervisory Control and Data Acquisition
SECNAV - Secretary of the Navy

SDE - Spatial Data Engine

SDP — System Decision Paper

SLIN - Sub Line Item Number

SPAWAR - Navy Space Warfare Command

SPM - Single Platform MAXIMO®

SRR - System Readiness Review

SSBI - Single Source Background Investigation

SSL — Secure Sockets Layer

ST&E — Security Test & Evaluation

STIG - Security Technical Implementation Guide

TF — Task Force

Tier 1 support — Response and routing of user initiated telephone help calls, emails and online
submissions from the CIO Support Tracking System on the NAVFAC Portal.
Tier 2 support — Advanced response to help calls referred from Tier 1.
TOM - Task Order Manager

TPS — Test Plan/Script

TR - Technology Refresh

TRM - Total Resource Management

TS - Technology Stack

TSO - Time Sharing Option

UPS — Uninterrupted Power Supply

USC - US Code

VSS- Visual Source Safe

Page 11 of 46
EBS CDA COTS PWS -082311.docx





3.0

3.1

3.11

0 VUGen - Virtual User Generator (Mercury product for creating monitoring plans and scripts)

BUSINESS SYSTEMS SUPPORT TASK ORDER DESCRIPTION & DELIVERABLES

Introduction/Summary

The Enterprise Business Systems Support functional area will consist of deploying and managing various
enterprise business systems, integrating NAVFAC's core facilities management, construction management,
and installation management systems enabling "end-to-end" facilities management for the Department of
Navy and numerous DOD customers world-wide. Services required are as follows:

e  Perform system analysis, requirements definition, design, development, test, modification, installation,
implementation, change management, quality assurance, training, and documentation for Information
Systems

e Analyze existing business systems, databases, web sites, and applications and recommend new or
improved interfaces and management tools that meet management requirements, or improve
management effectiveness and efficiency

e Implement, modify and maintain web based information systems and links

e Provide systems engineering and technical support for establishment, test, upgrade, and operational
support of applications

e Apply engineering and analytical disciplines to identify, document, and verify the functional,
performance and physical characteristics of the enterprise business systems

e Provide Enterprise Integration technical management and specialized information technology support
and programming expertise required to design, develop, execute, operate, maintain, and sustain existing
interfaces, and technology frameworks

e Provide information and data management services, including design and creation of operational data
stores, data warehouses and data marts. Design and implement data management processes for
archiving, storage and retrieval of historical data.

e  Provide support for deployment of applications or systems to NAVFAC activities. Document, report,
and track issues that occur during deployment and provide training for deployed applications and
systems

e Provide data and system migration support for NAVFAC Enterprise Business Systems. Create and
document data maps between existing systems to facilitate data migration and interfacing. Analyze
existing architecture and database objects for compatibility with the new architecture, create a
migration plan and document to-be configuration and environment.

e  Provide support using continuous process improvement using established NITC CMMI framework and
ITIL processes, and compliance with NITC change management and configuration management
processes.

e  Comply with NITC portfolio management procedures.

e  Comply with FISMA, IA, INFOCON guidance to achieve ATO for each business system

Requirements Definition

The contractor shall work with NAVFAC to understand business and organizational requirements and
translate those into project requirements.

The contractor shall create requirements analysis documents. The document shall be comprehensive and
must include all project stakeholder requirements. The Government will review and approve the completed
requirements analysis document, ensuring that the document is approved by all stakeholders and project
sponsors before work proceeds.

Functional Analysis
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3.1.2

Overview: The contractor shall have knowledge and proficiency in the different business areas of
NAVFAC. The contractor shall provide analysis of how NAVFAC processes integrate and interface with
the larger, standard DON and DoD systems. Results of analysis will document new features, migration
paths, risks, and cost impacts and make recommendations on new technologies. Functional consultation
requests shall include scope, period of performance, level of effort, and expected outcomes.

Work Description: The contractor shall provide functional analysis of NAVFAC, FMO, DON and DoD
initiatives and requirements. Contractor personnel must have knowledge and experience with the
appropriate business area roles, responsibilities and functions and ensure compliance with the rules and
regulations appropriate to the NAVFAC business area. The contractor shall participate in requirement
gathering teams with functional experts from the NAVFAC community. Participation includes user group
meetings, requirements analysis, prioritization, and assistance in creation of change requests. Results of
functional analysis will be documented in a formal requirements document.

The contractor shall create and maintain requirements documentation for existing or emerging business
systems. Requirements documentation will be created for any new requirements and provide the basis for
the analysis and design phase. All requirements documentation will be maintained and updated as
requirements are discovered or modified by the appropriate Change Control Board.

The contractor shall provide analysis of existing systems, identify current functionality, and document the
results into a Capability Document. Based on the Capability Documents generated, the contractor shall also
create a Capability Matrix that maps all business systems with all functionality identified. The contractor
shall maintain the currency of the Capability Document and Capability Matrix as changes occur in the
business applications.

The contractor shall enter all requirements into the government provided requirements management system
as documented in the Business System Overviews (Attachment 1) and in compliance with configuration and
change management policy.

The contractor shall insure that requirements are in compliance with standard business processes as
documented in the Business Management System (BMS). In the case of conflict, the contractor shall work
with the project manager to modify either the requirement or business process as appropriate.

Objectives:
A. Create and maintain requirements documentation.

B. Enter requirements into government provided requirements management system.
C. Present analysis for review by government representative.

Deliverables:

A0001 — Business System Functional Requirements Analysis Document
A0002 — Capability Document
A0003 — Capability Matrix

Technological Analysis

Overview: The contractor shall provide analysis of emerging hardware and software technologies to
evaluate impacts to current and emerging systems and hosting environments is required to maintain and
improve NAVFAC business systems.

Work Description: The contractor shall provide analysis of new software and hardware technologies.
Results of analysis will be documented in an impact analysis, and will address new features, migration
paths, risks, cost impact, and make recommendation on adoption of technologies.
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3.2

The contractor shall assist the NASP by performing a business systems impact analysis as a result of any
infrastructure changes. Analysis shall include identification of current capability, operating environment,
scope of use, and recommendations for infrastructure modifications or use of the network.

The contractor shall provide assistance to the government by providing a business systems impact analysis
of all NMCI, NAVFAC, IA, NETWARCOM, SPAWAR, and ACNO-IT directives and requirements with
regard to legacy network shutdown, Cyber Asset Reduction & Security (CARS), and other consolidation
and standardization efforts.

Objectives:
A. Provide an impact analysis of new software and hardware technologies.

B. Assist NASP in evaluating impact of infrastructure changes.

Deliverables:
A0004 — Technical Analysis Document.

Systems Analysis & Design

Overview: The contractor shall use the requirements analysis document as a source for the systems design
phase. The systems analysis and design document will define the hardware and software architecture,
components, modules, interfaces, and data for a system to satisfy the specified requirements. The
contractor shall interface with the NAVFAC CDA, hosting and IA staff to effectively perform the work
required in this section. Analysis and design must take into account interfaces between business systems.
Analysis must include identification of authoritative data sources for data elements, users of data,
redundancy of data, opportunities for optimization, data discrepancies, and recommendations for data
warehouse solutions and methodologies.

Software analysis and design support is required for both small and large projects. Large scale projects
typically require more than 120 hours of effort, and could include:
e Development of new business systems
Addition of significant new functionality
Conversion of legacy systems (e.g., from ASP or Cold Fusion to JAVA)
Updates of underlying COTS products
Implementation of data warehousing solutions
Implementation of new technologies.

Work Description:

The contractor shall provide software analysis for all requests assigned to them for action. Each analysis
includes determination of technical feasibility of request, recommendation for action, determination of level
of effort, and estimate for completion of development. The analysis should address existing data
discrepancies, and should include documentation of issue, causes, corrective actions, risks and
recommendations for avoiding future recurrence. Abbreviated analysis results shall be entered into the
appropriate change management system, the status updated, and the government POC notified of
completion of analysis.

The contractor shall provide a systems design for all requests approved for work. Design should take into
account existing architecture, environment and framework and be approved by the configuration manager
prior to implementation. Design documents should include a traceability matrix relating each design
element back to a requirement. Development of solutions shall be done in the appropriate environment or
framework for the system being modified as documented in the Business System Overviews (Attachment 1).
Contractor shall ensure that the design complies with security policies and guidance.
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The contractor shall provide database analysis and design for existing or emerging business systems.
Database structures, indexes, stored procedures, triggers, jobs and other objects must be fully documented
in compliance with configuration and change management policy.

The contractor shall provide analysis, design and implementation support for required transactional and
batch interfaces in support of financial, facilities, personnel, and other types of data. The contractor shall
work with data providers to identify methods of interface, data requirements, security standards, and other
process issues. The contractor shall document interfaces and agreements with data providers. The
contractor shall coordinate meetings with data providers and users for analysis and implementation of
changes and ensure change requests are entered into appropriate change management systems.

The contractor shall evaluate system changes for impact to business continuity plans and continuity of
operations plans. The contractor shall provide update system level BCP and COOP documents, and
recommend changes to enterprise BCP and COOP documents. (add DR)

Objectives:
Complete analysis of assigned requests.

Design solutions to assigned requests.

Create and maintain the Capability Documents and Capability Matrix.
Coordinate changes to interfaces.

Update BCP/COOP documents.

moow>

Deliverables:

A0005 — Software Analysis, Design, & Implementation Document
A0006 — Database Analysis, Design, & Implementation Document
A0007 — Application Interfaces Analysis and Design Document
A0008 — BCP/COOP Document
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3.3

3.3.1

3.3.2

Implementation
Development

Overview: The contractor shall provide development, maintenance, configuration and customization of
existing and emerging business systems. The contractor shall provide support for the migration of business
systems between hosting environments.

Work Description: The contractor shall perform development tasks as described in system design
documents. The contractor shall incorporate the Development phase into the overall Project lifecycle.
Contractor shall ensure that all development efforts comply with 1A and CCM policies and guidance.

The contractor shall perform configuration and customization of existing commercial off the shelf (COTS)
and government off the shelf (GOTS) software as defined in system design documents. All configuration
and customization will follow NAVFAC and vendor standards for implementation of customization or
configuration items within the subject COTS/GOTS. To the extent possible, customizations will be made
within existing COTS/GOTS frameworks to allow compatibility with future product releases.

The contractor shall incorporate source code controls for all modifications to systems. All objects to be
modified will be retrieved (checked out) from source control and not from operational environments.
Check in of modified code will occur once development (unit) testing is complete and before any code is
promoted to the test environment. Types of code and objects to be stored in source control are identified in
the Business System Overviews (Attachment 1).

The contractor shall perform unit and integration testing of all programs, scripts or processes that are
created or modified. Unit and integration testing must be performed within the NITC infrastructure on
environments similar to the proposed production business system.

Objectives:
A. Execute the Development phase of the system lifecycle on schedule.

B. Perform unit and integration testing.
C. Utilize Source Control for all configuration objects.

Data Migration

Overview: The contractor shall provide data migration support, which is the transfer of data between
storage types, formats, or systems. Unless directed otherwise by the government, data migration will be
performed programmatically to achieve an automated migration.

Work Description: The contractor shall create and document data maps between existing systems to
facilitate data migration and interfacing. Data maps will contain all data definitions required for successful
migration, including table names, column names, column descriptions, and lists of values. Data maps will
include documentation of any potential conflicts due to column size, type, flags, logic conditions, or non-
standard values with mitigation options.

The contractor shall create and validate scripts and processes for data migration. Scripts include data
validation, data transformation, and all insert, delete and update statements required for successful data
migration. Bulk creation of user accounts and creation of underlying data structures and records may be
required for successful migration.

The contractor shall provide development support for migration of web content into the NAVFAC Portal
and Collaboration Services. Tasks include analysis of existing web based content, identification of potential
impacts of migration, analysis of content mapping to existing Portal/OCS schema, creation of a migration
plan, and documentation of the to-be environment.
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Objectives:
A. Complete documentation of all data map requirements for successful data migration.

B. Provide scripts for data migration, including validation and transformation as required.
C. Provide migration plan for transfer of content into Portal/OCS.

Deliverables:

A0009 — Data Migration Data Mapping Document

A0010 — Data Migration Scripts

A0011 — Impact Analysis and Migration Plan for Web Based Content

3.3.3  Testing

Overview: The contractor shall ensure quality control by coordinating and working with the NAVFAC
CDA, hosting and IA staff in the creation and execution of comprehensive test plans. Updated scripts,
views, and databases must be thoroughly tested in all appropriate environments and validated to ensure that
modifications are in alignment with the work requested.

Work Description: The contractor shall provide documented test plans for all system changes.

The contractor shall load final, government approved test plans into the automated testing system.

The contractor shall participate in program/module reviews to ensure that functionality defined in the
applicable Requirements Document and change management system is addressed in the Test Plan.

The contractor shall provide support to the QA group in execution of test plans.

Objectives:
A. Develop test plan and load into automated testing system for each system modification completed.

B. Complete testing of programs and modules.
C. Accomplish program/module review.

Deliverables:
A0012 — Business System Test Plans

3.3.4  Patches, Updates and Service Packs

Overview: The contractor shall evaluate, assess and apply vendor supplied patches, updates and service
packs to business systems and infrastructure as applicable.

Work Description: The contractor shall evaluate the impact of vendor supplied patches, updates and
service packs on NAVFAC business systems. Evaluation must examine the scope of the update and its
impact on system functionality and performance. The contactor shall perform an assessment of likely
outcomes from applying the subject update to the business system or underlying architecture. The
assessment must include a risk analysis and recommended course of action to mitigate risks while
complying with 1A, FAM and vendor guidance on software and hardware updates.

For those updates specific to the business system, the vendor shall apply the updates in a development or
test environment and provide thorough testing of functionality and performance before approving the
update in a production environment. For architecture updates, the vendor will perform before and after
testing of the updated environment to insure compatibility prior to application of the update to a production
environment.

Objectives:
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A. Analyze patches, updates and service packs
B. Perform testing to alleviate production system impacts.
C. Apply patches to those systems being directly maintained by the contractor.

Deliverables:
A0013 — Impact Analysis and Assessment for updates
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3.4

34.1

3.4.2

Deployment
System Deployment

Overview: The contractor shall provide support for the deployment of business systems. The deployment
period begins with the commencement of initial deployment activities (typically data migration from an
existing system) and ends no later than 16 calendar days after initial go-live (the first business day on the
new system).

Work Description: The contractor shall provide a POA&M and staffing plan for each deployment a
minimum of 30 days prior to the deployment period. The staffing plan will be coordinated with the
deploying site to insure that impacted users and locations are documented and support is available at these
locations.

The contractor shall provide assistance with validation and correction of data migrated prior to going live.

The contractor shall provide on-site support for deployment of systems to NAVFAC activities. On-site
support personnel must be knowledgeable in the operation of the deployed system. Personnel will be
responsible for assisting users in transitioning to the system, including providing direct hands-on support.

The contractor shall accurately document, report, and track issues that occur during deployment. All issues,
including resolution or current status, will be documented in a deployment report presented at the end of the
deployment period.

Objectives:
A. Deliver complete Deployment Plan of Actions and Milestones to include a Staffing Plan.

B. Provide satisfactory support to end users during deployment period.
C. Provide daily status report and final Deployment Report upon deployment completion.

Deliverables:
A0014 — Business System Deployment POA&M and Staffing Plan

Documentation

Overview: The contractor shall provide and maintain documentation to support life cycle of business
systems.

Work Description: The contractor shall maintain system documentation for NAVFAC business systems.
All documentation shall be maintained in electronic format and entered into source control. Documentation
shall be published in the NAVFAC Portal where appropriate for the NAVFAC user community.

The contractor shall maintain documentation of system architecture in compliance with configuration and
change management policy. Architecture documentation includes System Architecture Diagram,
Configuration Synopsis, and Ports & Protocols Synopsis.

The contractor shall maintain manuals for current and emerging application systems, to include user
manuals, administration manuals, and other documentation.

The contractor shall maintain supporting documents, to include User Guides, Quick References, Data
Models, Data Dictionaries and other configuration documents.
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3.4.3

3.5

3.5.1

The contractor shall provide Release Documentation for each promotion to the acceptance environment.
Release Documentation will include a list of all objects included in the release associated with the
appropriate change management record and any specific load instructions associated with the promotion.

The contractor shall prepare IA documents in compliance with current NETWARCOM, NMCI and
NAVFAC guidance.

Objectives:
A. Provide new and updated documents.

B. Provide Release Documentation in support of each promotion cycle.

Deliverables:
A0015 — Business System User Manuals & Administration Manuals

Peripheral Support

Overview: The contractor shall provide support for specialized peripherals, including handheld devices
and automated utility meters. The current environments are documented in the Business System Overviews
(Attachment 1).

Work Description: The contractor shall provide support for implementation and maintenance of handheld
devices and associated enterprise applications at multiple sites within NAVFAC. Implementation includes
configuration, testing, and deployment of devices to the end users.

The contractor shall provide support for configuration of meters and automated meter reading systems in
conjunction with utilities systems, including on-site support.

The contractor shall evaluate new hardware and software for compatibility with existing systems and make
recommendations including impact, risk, and timelines for introduction.

The contractor shall provide support in 1A accreditation and NMCI certification of new and existing
devices.

Objectives:
A. Support implementation and maintenance of specialized solutions.

B. Provide evaluation of new technologies
Operations & Maintenance

The contractor shall, upon receipt of a work request, provide direct operations, maintenance, user support
functions and training as identified below.

Application Administration

Overview: The contractor shall provide day-to-day application and database administration support. The
contractor shall have a working knowledge of applications, systems, and underlying mid-tier technologies.
Specific technologies are documented in the system descriptions. A full listing of all application systems
and technologies are listed in the Business System Overviews (Attachment 1).

Work Description: The contractor shall provide administration for systems hosted at the NITC Hosting
Facility. Administration tasks include user management, application configuration, and
application/database security management.

The contractor shall provide database administration for systems in the development and test environments.
Database administration tasks include performance optimization, schema management, security
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3.5.2

3.5.3

management, synchronization management, replication management, promotion support, developer support,
database system documentation, and EUL management.

The contractor shall ensure that accounts and passwords are managed in accordance with DoD and Navy
Standards. Contractor shall document all changes to configurations in compliance with NAVFAC CIO
policy and guidance.

Objectives:
A. Ensure application availability through user management, configuration, and security administration.

B. Mitigate all risk assessments for database security.
C. Provide database administration for applications and systems in the development and test
environments.

Direct Support

Overview: The contractor shall provide technical assistance on the toolsets that support the different
business systems, maintaining a knowledge base of issues and how issues are resolved, "Frequently Asked
Questions™" (FAQ) for systems, Tier 2 and on-call support. Issues that cause production downtime, work
stoppage, or data loss/corruption are categorized as urgent.

Work Description: The contractor shall maintain a knowledge base using NAVFAC specific tools and
standards for systems. This knowledge base must be available via NAVFAC Portal and accessible to both
government and contractor staff for reference when providing user assistance. The knowledge base must
track the frequency of issues being reported, along with each issue’s resolution.

The contractor shall provide an FAQ document for each system which features high volume issues from the
knowledge base. This FAQ will be maintained online on the NAVFAC Portal in the appropriate locations,
and updated on an as needed basis, at least once per quarter. High volume will be determined based on
relative volume compared to other issues for the individual system, but should be no less than the top 5
issues in the knowledge base.

The contractor shall provide Tier 2 support for systems. Tier 2 support notices may be received by
telephone, email request or via an online support tracking system. Support may be rendered by telephone,
email or collaboration tools. Support personnel must be familiar with systems. The contractor shall log all
responses and actions taken in the appropriate support tracking system.

Tier 2 support that is related to system outages will be logged in the appropriate system issue log as
documented in the system description.

The contractor shall provide a central telephone number for 24 hours support of critical systems as
designated in the NITC Operations call back documentation. On-call staff will be capable of determining
root cause, issue source, and recalling appropriate administrative staff if necessary to resolve issues.

Objectives:
Publish Frequently Asked Questions for each application or system.

Maintain knowledge base of known issues for each application.
Acknowledge and respond to requests for assistance.

Log all requests for assistance in appropriate tool.

Successfully resolve user issues.

moow>

Change Management

Overview: The contractor shall provide configuration and change management support.
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3.54

3.5.5

3.5.6

Work Description: The contractor shall utilize the appropriate government change management system as
the official system of records for all requests for actions. The change management system shall be utilized
for induction and tracking of all requests, including, change requests, trouble reports, data fixes,
administrative actions, report modifications, and database configuration changes.

The contractor shall implement the government configuration and change management guidance as
documented for each system. The contractor shall ensure that database changes are coordinated properly
with application changes. Configuration and change management of development and test environments
may be required for individual systems as documented in the Business System Overviews (Attachment 1).

The contractor shall be responsible for updating the status of all actions assigned to them.

The contractor shall incorporate source code controls for all modifications to systems. All objects to be
modified will be retrieved (checked out) from source control and not from operational environments.
Check in of modified code will occur once development (unit) testing is complete and before any code is
promoted to the test environment. Types of code and objects to be stored in source control are identified in
the Business System Overviews (Attachment 1).

Objectives:
A. Utilize government provided change management systems for all system modification requests.

B. Provide status updates in change management system.
C. Utilize source control for all code and configuration objects.

Optimization

Overview: The contractor shall provide for system optimization in support of successful system operation.
Work Description: The contractor shall, upon receipt of a work request, provide support to the NASP for
optimization and performance tuning of application code, queries, scripts, and databases. Tasks include

monitoring performance, analysis of results, recommendation for optimization/tuning, implementation,
performance validation, and documentation of changes.

Objectives:
A. Provide recommendations for optimization and performance tuning.

Information Assurance

Overview: The contractor shall provide support for information assurance tasks undertaken by the
government in support of business systems and environments.

Work Description: The contractor shall, upon receipt of a work request, provide documentation and
perform tasks associated with I A requirements for government systems and environments. Documentation
may include system specifications, system diagrams, process flow charts, documentation of A compliance
actions, and mitigation plans. Task may include correcting 1A deficiencies, participating in reviews, and
assisting in security scans.

Objectives:
A. Provide IA documents as required.

B. Perform IA related tasks.

Performance Evaluation
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Overview: The contractor shall provide technical services support to prepare for load testing of systems.
Preparation efforts include gathering information on the estimated number of users, estimated number of
concurrent users, user location(s), desktop environment(s), whether the sites are operating in a legacy
network environment or under the NMCI environment, and estimated transactional loads.

Work Description:

The contractor shall define detailed scenarios and test plans. The contractor shall configure load injectors,
execute tests, evaluate results and provide load test report. Scripts shall be maintained in source control.

Objectives:
A. Provide test plans.

B. Execute test.
C. Provide load test report.

Deliverables:

A0016 — Detailed Test Plans
A0017 — Load Test Report
A0018 — Final Scripts
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3.6

3.6.1

3.6.2

Training

The contractor will be required to provide training throughout the lifecycle of systems supported by NITC.
Both end user and administrator training is required for those systems which have administrative
capabilities which will be used by government personnel. Specific types of training will be determined
based on the individual system and customer need within the scope described.

Deployment Training

Overview: The contractor shall provide training services for all user roles. Services include preparation of
training plans and materials, development of schedules, and administration of training.

Work Description: The contractor shall provide on-site training for newly deployed systems. Training
shall commence at the deployed site thirty (30) days or less prior to the go-live date. Contractor shall
maintain the training environment, to include system and data refresh as needed, ensuring that updates do
not interfere with scheduled training.

The contractor shall coordinate the logistics for all training and on-site deployment support. Training
logistic support includes working with each deployment site to determine the number of users to be trained;
types and number of core training classes to be provided; and availability and scheduling of training rooms.
The contractor shall, prior to training commencement, provide an appropriate number of training manuals
and validate that the training room equipment has access to the Training environment.

The contractor shall provide and/or maintain a standard online registration tool for training. The tool will
publish training dates and locations a minimum of 60 days prior to training. The tool will allow class
registration, creation of rosters in electronic format, recording of attendance and produce final rosters for
government review.

The contractor shall provide Manuals and Materials for on-site training of deployed systems. Materials
include Quick References, Training Guides, and Evaluation Forms. All manuals and materials must be
provided in electronic and printed format. Electronic materials should be published by posting on the
NAVFAC Portal in appropriate locations. A printed copy must be provided to each student.

Training Guides must include Training Schedules, Class Synopsis, Class Locations, Trainer names,
Milestones, Training Environment, and Availability Requirements.

A Training Summary, including lessons learned and results from student evaluations will be submitted no
more than 5 business days after training completion.

Objectives:
Provide online registration and final rosters for all training classes.

Provide draft manuals and materials for review.

Provide final manuals and materials.

Collect student surveys at the end of each training session, compile and provide to project manager.
Provide the training summary for review.

moow>

Deliverables:
A0019 — Deployment Training Manuals and Materials (Draft & Final)

Self Paced Training
Overview: The contractor shall provide training materials and capabilities to allow for self paced user

training. Services may include self paced manuals, web-based training modules and Computer Based
Training (CBT).
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3.6.3

3.6.4

Work Description: The contractor shall prepare and maintain materials for self paced training on those
portions of the Information System identified by the government as appropriate candidates.

Self paced training will be designed using standard NAVFAC tools and capable of being deployed via
NAVFAC Portal or the Navy Network.

Objectives:
Provide quality self paced training for system users.

Deliverables:
A0020 — Training Courses (CBT, Self Paced, or Web Based)

Sustainment Training

Overview: The contractor shall provide resources in the form of personnel and materials to train on the
business systems as described in Attachment 1.

Work Description: The contractor shall maintain and provide training materials for systems. Training
materials include manuals, evaluation forms, examples, and exercises. Training materials shall be available
in both electronic and printed formats. Electronic materials shall be published on the NAVFAC Portal.

Requests for electronic training materials will be made no less than 14 days before materials are required.
Requests for printed materials will be made no less than 30 days before materials are required.
Contractor shall provide technical training on systems

The contractor shall provide user training for systems. Training may be on-site classroom training or
interactive online training depending on requirements. Online training may be recorded for future self-
paced training needs.

User training requests will be submitted a minimum of 60 days prior to desired training date. Location,
number of students, materials required, and length of course will be negotiated.

Objectives:
A. Deliver training materials.

B. Collect student surveys at the end of each training session, compile and provide to project manager.
Technical Training

Overview: The contractor shall provide resources in the form of personnel and materials to train
government and contractor personnel on technical topics, system capability and support processes utilized
in normal operations.

Work Description: Technical training will consist of administration, database support, and any other
system specific classes required to accomplish the administration, support, and sustainment of the system.
Technical training will use standard materials to provide full knowledge transfer to either the government or
another contractor. Process training will familiarize the student with processes and standards used within
NITC to support NAVFAC business systems.

Technical training requests will be submitted a minimum of 30 days prior to the desired training date.
Location, number of students, materials required, and length of course will be negotiated.

Objectives:
A. Deliver training materials.

B. Collect student surveys at the end of each training session, compile and provide to project manager.

Page 25 of 46
EBS CDA COTS PWS -082311.docx





3.6.5 Peripheral Training

Overview: The contractor shall provide resources in the form of personnel and materials to train
government and contractor personnel in the use of specialized peripherals utilized in normal operations.

Work Description: Peripheral training will consist of hands on instruction in the use and maintenance of
specialized peripheral equipment, such as handheld computers, tablets, scanners, or alternate input devices.
Training will include care and maintenance of the device, use of any software loaded on the device, and
interfacing of the device to the supported business system.

Peripheral training requests will be submitted a minimum of 45 days prior to the desired training date.
Location, number of students, materials required, and length of course will be negotiated.

Objectives:
A. Deliver training materials.

B. Collect student surveys at the end of each training session, compile and provide to project manager
3.7 Project Management
3.7.1  Project Management and Planning

Overview: Throughout the life of this task order, the contractor shall provide project management support
to ensure the successful and timely completion of all tasks and deliverables.

Work Description: The contractor shall create, maintain, and submit a Microsoft Project schedule to the
government on all projects, using work breakdown structure. The Schedule will include a report that
provides a status at an agreed upon task level, noteworthy accomplishments, and challenges that need
attention. The Schedule will be maintained on a weekly basis and stored electronically in the government
provided solution.

The contractor, upon receipt of a work request, will create and maintain an Execution Plan (EP) based on
the input from the CDA, NASP, Operations, development team, and user community. As negotiated with
the government, the EP will be broken out in a manner that facilitates tracking of the various Microsoft
Project components and shall include near term (current six-month period), medium-term (six to 12
months), and long-term (one to three years) objective and timelines. The EP shall include functional and
technical objectives.

Objectives:
A Create and maintain a Microsoft Project Schedule and Execution Plan.

3.7.2  Status Reports and Meetings

Overview: The contractor shall provide, on an ongoing basis, project management information via status
reports and/or meetings.

Work Description: The contractor shall generate, maintain, and submit electronically, on a bi-weekly
basis, charts that provide the government information on current and projected cumulative costs, labor
hours, expended and projected percentage of work accomplished, and other metrics plotted against time.
The contractor shall include supporting detail information in spreadsheet format.

The contractor shall attend and participate in monthly Task Review Meetings with the Government
Application Project Lead to discuss the required Monthly Financial Summary Report and Monthly
Summary Report.
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3.7.3

The contractor shall provide a comprehensive status briefing of this task order to NAVFAC CIO, NITC
management and other parties at minimum of four (4) times per year. Draft presentations shall be provided
to the Government ten (10) business days prior to the start of the meeting. The Government will review and
provide comments within five (5) business days after receipt of draft presentation. Final presentations shall
be due in electronic format, posted to the NAVFAC Portal in the appropriate location one (1) business day
prior to the start of the meeting.

The contractor shall provide analytical and technical support to the many different Configuration Control
Boards (CCB) that support each major functional area or system. The contractor shall be required to attend
and collect discussion data points as well as action items during these meetings. The contractor shall
provide written documentation covering these discussions to the Task Order Manager (TOM) five (5)
business days after each meeting. The contractor shall also be required to give presentations at the CCB
meetings and to lead discussions.

All meetings and reviews shall be held at either the Ordering Officer, the contractor’s office, or at any other
location as specified by the Ordering Officer within the geographic locations identified in the task order.

Objectives:
A Provide burn rate chart to government.

B. Attend scheduled Task Review Meetings.
C. Provide draft and final meeting materials and presentation.

Program Management

Government inspection will occur as the contractor provides deliverables. In the absence of a formal
agreement, the Government will complete the review of draft deliverables within five (5) business days of
receipt, and will complete the review and acceptance (or rejection) of final deliverables within 10 business
days of receipt.

The contractor shall provide cost and execution reports on a monthly basis. Cost reports at the task level
must be provided in spreadsheet format. Overall task order execution must be provided in ‘S’ chart format.
Any variance from the execution plan must be explained with a corrective action plan as appropriate.
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3.8 Performance Requirements Summary Matrix
Item Performance Objective Performance Standard and Acceptable Methods of
Quality Level (AQL) Performance
Assessment

3.1.1 Functional Analysis

3.11A Create and maintain Documents submitted for review within 5 Government Review.
requirements days of requirement approval with less than
documentation. 2% rework.

3.11B Enter requirements into 100% of requirements documented in Government Review.
government provided management system within 2 days of
requirements management requirement approval with less than 2%
system. rework.

3.11C Present analysis for review | Government acceptance of analysis in Government
with government fewer than 3 reviews cycles. acceptance.

representative.

3.1.2 Technological Analysis

3.12A Provide an impact analysis | Completion of analysis within 3 days of Government review.
of new software and agreed upon completion date.
hardware technologies

3.12B Assist NASP in evaluating | Complete evaluation 1 day of agreed upon | Government review.

impact of infrastructure
changes.

completion.

3.2 System Analysis and Design

3.2.A Complete analysis of Submission of analysis results within 5 Government Review
assigned requests. days for 95% of requests. of metrics from
change management
system.
3.2.B Design solutions to 95% of solutions provided within 1 day of | Government Review
assigned requests. estimated completion date. After of metrics from
government review and acceptance of final | change management
design documents, there will be no more system.
than 2% rework based on final functional
requirements analysis documents.
3.2.C Create and maintain the Capability Document and Matrix will be Government Review.
Capability Documents and completed or updated 1 day after
Capability Matrix. production promotion of any business
application.
3.2.D Coordinate changes to Coordinate meeting with data providers Government Review.
interfaces. and users for analysis and implementation
of changes at least 60 days prior to
expected implementation date.
3.2.E Update BCP/COOP Provide complete documents for review 1 Government Review.
documents day of agreed upon completion.
3.3.1 Development
3.3.1A Execute the Development Achieve milestones as defined in the Government Review.
phase of the system system lifecycle schedule, at planned level
lifecycle on schedule. of effort.
3.3.1B Perform unit and integration | Successfully complete testing as defined in | Government Review.

testing.

the system lifecycle schedule, at planned
level of effort.
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33.1C

Utilize source control for all
configuration objects.

100% of code and configuration objects
checked into source control within 4 hours
of testing.

Government Review.

3.3.2 Data Migration

3.3.2.A Complete documentation of | Provide complete document for review 1 Government review.
all data map requirements day of agreed upon completion.
for successful data
migration.

3.3.2B Provide scripts for data Provide scripts within 1 day of agreed upon | Government review of
migration, including completion date. After government review | scripts in acceptance
validation and and acceptance of final data mapping environment.
transformation as required. | documents, there will be no more than 2%

rework of migration scripts.

3.3.2C Provide migration plan for | Provide plan within 1 day of agreed upon Government review.
transfer of content into completion date.
Portal/OCS.

3.3.3 Testin

3.33A Develop test plan and 100% of test plans completed and loaded Government Review
loaded into automated within 2 days of completion of
testing system for each development.
system modification
completed.

3.3.3B Complete testing of Complete 100% of test plans within target | Government Review.
programs and modules. test period.

3.3.3.C Accomplish Government acceptance of Government Review.

program/module review.

program/module on first walk-through.

3.3.4 Patches, Updates and Service Packs

3.3.4.A | Analyze patches, updates Completion of analysis within 3 days of Government Review.
and service packs. agreed upon completion date.

3.34.B Perform testing to alleviate | Complete 100% of testing within target test | Government Review.
production system impacts. | period.

3.34.C Apply patches to those Government acceptance of systems Government Review.
systems being directly ensuring patches had no impact.
maintained by the
contractor.

3.4.1 System Deployment

34.1A Deliver complete Deliver POA&M and staffing plan a Government Review.
Deployment Plan of minimum of 30 days prior to deployment
Actions and Milestones to period.
include a Staffing Plan.

34.1B Provide satisfactory support | Provide assistance to all users with less User feedback via
to end users during than 10% negative feedback. survey.
deployment period.

34.1.C Provide daily status report Perform daily status briefs on all Government Review.

and final Deployment
Report upon deployment
completion.

outstanding issues. Deliver deployment
report including resolution or status of all
issues within 2 business days of
deployment completion.

3.4.2 Documentation

3.4.2.A

Provide new and updated
documents.

Documents submitted for review within 1
day of agreed upon date with less than 5%
rework.

Government Review

Page 29 of 46

EBS CDA COTS PWS -082311.docx






3.4.2B Provide release
documentation in support of

each promotion cycle.

Provide release documentation a minimum
of 5 days prior to promotion of code to the
acceptance environment with less than 2%
rework.

Government Review

3.4.3 Peripheral Support

34.3.A Support implementation At least 95% availability of solution with Government Review
and maintenance of the exception of planned maintenance.
specialized solutions.

3.4.3B Provide evaluation of new Evaluation provided within 2 days of Government Review

technologies.

agreed upon date.

3.5.1 Application Administration

35.1A Ensure application No unplanned outages per calendar month. | Government Review.
availability through user
management, configuration,
and security administration.
35.1B Mitigate all risk 100% compliance with all 'high' risk Government Review.
assessments for database assessments within 5 days of notification.
security. Mitigate all 'medium’ risk assessments
within 10 days of notification. Mitigate all
'low' risk within 30 days of notification.
35.1.C Provide database Database availability of at least 99% Government Review.

administration for
applications and systems in
the development and test
environments.

excluding maintenance windows.

3.5.2 Direct Support

35.2.A Publish Frequently Asked FAQs published at a minimum of once per | Government Review.
Questions for each quarter.
application or system.
35.2B Maintain knowledge base of | New issues entered into knowledge base Government Review.
known issues for each including resolutions or work-arounds
application. within 2 days of issue being documented.
35.2C Acknowledge and respond | Acknowledge receipt of urgent requests Government Review
to requests for assistance. within 10 minutes of request and standard and Operations Watch
requests within 30 minutes of request. metrics.
Identify resolution to urgent requests
within 30 minutes and standard requests
within 2 hours.
3.5.2D Log all requests for 100% of requests logged in the call log and | Government Review.
assistance in appropriate 100% of outages logged in the system issue
tool. log.
35.2.E Successfully resolve user Resolve 95% of urgent issues within 1 hour | Government Review

issues.

and 95% of other issues with 4 hours.

of Operations Watch
metrics.

3.5.3 Change Management

35.3A Utilize government
provided change
management systems for all
system modification
requests.

100% of requests are entered into the
government change management system.

Government Review.
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35.3B Provide status updates in 100% of status changes updated in Government Review.
change management government change management system
system. within 1 day of status update.

35.3.C Utilize source control for all | 100% of code and configuration objects Government Review.
code and configuration checked into source control within 4 hours
objects. of testing.

3.5.4 Optimization
354.A Provide recommendations Provide recommendations no more than Government Review

for optimizations and
performance tuning.

one 1 day after agreed upon date.

3.5.5 Information Assurance

355A Provide 1A documents as Provide complete documents for review 1 Government Review.
required. day of agreed upon completion.
3.55B Perform IA related tasks. Complete 100% of IA tasks within target Government Review.

completion date.

3.5.6 Performance Evaluation

3.5.6.A Provide test plans. Provide test plans 10 days prior to Government Review.
proposed test date.

3.5.6.B Execute test. Execute test on agreed upon date with no Government Review.
impact to production network.

35.6.C Provide load test report. Provide load test report 2 days after Government Review.

execution of test.

3.6.1 Deployment Training

3.6.1.A Provide online registration | Provide final roster 1 day prior to training. | Government Review.
and final rosters for all
training classes.

3.6.1B Provide draft manuals and Provide draft manuals and material 14 days | Government Review.
materials for review. prior to propose training date.

3.6.1.C Provide final manuals and 100% availability of final training materials | Government Review.
materials. prior to the deployment training date

3.6.1.D Collect student surveys at 100% of student surveys collected with a Government Review.
the end of each training minimum of 90% positive feedback
session, compile and
provide to project manager.

3.6.1.E Provide the training Provide training summary within 2 days Government Review.

summary for review.

after training completion.

3.6.2 Self Paced Training

3.6.2.A Provide quality self paced
training for system users

100% availability of training materials
prior to training date.

Statistical analysis of
survey responses
against class rosters.

3.6.3 Sustainment Training

3.6.3.A Deliver training materials. 100% availability of training materials Government Review.
prior to the training date
3.6.3.B Collect student surveys at 100% of student surveys collected with a Government Review.

the end of each training
session, compile and
provide to project manager.

minimum of 90% positive feedback

3.6.4 Technical Training

3.6.4.A Deliver training materials. 100% availability of training materials Government Review.
prior to the training date
3.6.4.B Collect student surveys at 100% of student surveys collected with a Government Review.

the end of each training
session, compile and
provide to project manager.

minimum of 90% positive feedback
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3.6.5 Peripheral Training

3.6.5.A Deliver training materials. 100% availability of training materials Government Review.
prior to the training date
3.6.5.B Collect student surveys at 100% of student surveys collected with a Government Review.

the end of each training
session, compile and
provide to project manager.

minimum of 90% positive feedback

3.7.1 Project Management and Planning

3.7.1.A Create and maintain a
Microsoft Project Schedule
and Execution Plan.

Provide POA&M to Work Requestor 2

days prior to schedule project review dates.

Government Review

3.7.2 Status Reports and Meetings

3.7.2.A Provide burn rate chart to Provide monthly burn rates charts to Government receives
government government. accurate reports on
time.
3.7.2B Attend scheduled Task Contractor provides draft presentations to Government review
Review Meetings. the Government 5 calendar days prior to and acceptance of
the start of the meeting. Final contractor provided
presentations shall be due in electronic draft and final copies
format, 2 calendar days prior to the start of | of meeting materials
the meeting. and presentations.
3.7.2C Provide draft and final Facilitate monthly and quarterly Contract Government review

meeting materials and
presentation.

Status reviews with government
representatives. Prepares and perform
PowerPoint presentation during monthly
and quarterly Contract Status Reviews.

and acceptance of
contractor provided
draft and final copies
of meeting materials
and presentations.
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3.9 Deliverables
Item Deliverable Format Date Required
A0001 Business System - .
311 Functional Requirements See Attachment Within 5 busmes.s days of
. approval of requirement
Analysis Document
3.1.1 AQ0002 Capability Document | See Attachment Within 1 business (_jay affter
production promotion
3.1.1 A0003 Capability Matrix See Attachment Within 1 business (_jay affter
production promotion
A0004 Technical Analysis
3.1.2
Document
A0005 Software Analysis,
3.2 Design, & Implementation See Attachment As required
Document
A0006 Database Analysis,
3.2 Design, & Implementation See Attachment As required
Document
A0007 Application Interfaces
3.2 Analysis and Design See Attachment As required
Document
3.2 A0008 BCP/COOP Document
3.3.2 AOOO? Data Migration Data See Attachment As required
Mapping Document
3.3.2 A0010 Data Migration Scripts
A0011 Impact Analysis and
3.3.2 Migration Plan for Web Based
Content
333 A0012 Business System Test See Attachment Within 2 business days of
Plans completion of development
334 A0013 Impact Analysis and
" Assessment for updates.
A0014 Business System - .
34.1 Deployment POA&M and See Attachment Z\é'tﬂ; nns]‘(e)n?aygsri%rcljor 0
Staffing Plan ploy P
A0015 Business System User
3.4.2 Manuals & Administration
Manuals.
3.5.6 A0016 Detailed Test Plans
3.5.6 A0017 Load Test Report
3.5.6 A0018 Final Scripts
A0019 Deployment Training . .
3.6.1 Manuals and Materials (Draft | See Attachment Ml_nl_mum of 60 days prior to
. training commencement
& Final)
A0020 Training Courses
3.6.2 (CBT, Self Paced, or Web
Based)
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3.10 SKILLS, KNOWLEDGE AND EXPERTISE

See Attachment | thru Attachment 1V.
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4.0

4.1

4.2

5.0

51

5.2

53

6.0

6.1

QUALITY PLANNING, CONTROL AND ASSURANCE

The quality assurance surveillance plan (QASP) outlines the framework and methods that will be utilized to
provide surveillance and review of the Contractor’s fulfillment of contract acceptance criteria and other
contract standards, including its quality control plan execution. The Government shall develop the QASP
and evaluate Contractor performance based on this framework. The Government will evaluate the overall
project performance on a regular basis to provide confidence that the project will satisfy the relevant quality
standards. The system shall be applicable to all subcontractors and members of the contractor’s team, if
appropriate.

T he Contractor shall monitor the specific project results to determine that they comply with relevant quality
standards and identify ways to eliminate causes of unsatisfactory performance through utilization of its
Quality Control (QC) plan based on Project Management Institute (PMI) best practices.

T he Contractor shall address the quality control planning, execution and tracking to be utilized to assure
compliance with task order performance standards. The Contractor shall provide its quality control program
in its technical proposal.

The contractor shall develop, implement and maintain a quality assurance program. The system shall
included inspection, validation, evaluation, corrective action and procedures necessary to effect quality
control of all performance and products under the contract. The system shall allow inspection and
evaluation by the government.

GOVERNMENT FURNISHED INFORMATION, SERVICES, AND EQUIPMENT

The Government will furnish NMCI workstations and network resources, workspace, furnishings, office
supplies, document reproduction, fax and telephone services, video-conferencing and web-conferencing
necessary to accomplish assigned work covered by this task order when some or all of the support must be
performed in Government spaces.

The Government will make available relevant standards, functional statements, technical manuals, computer
systems guides, reference material, regulations, instructions, and operational procedures necessary to
accomplish this task order.

The Government will provide Government Common Access Cards (CAC).
The Government will provide hand held equipment to accomplish assigned work covered by this task order.

The Government will provide the required number of software licenses necessary to accomplish this task
order when support effort is required to be in government spaces on government-provided NMCI
workstations. At the completion of these tasks, all software and customized computer code shall be
surrendered to the Government.

The Government will provide remote access to systems at the NAVFAC Information Technology Center at
Port Hueneme, CA to accomplish assigned work covered in this TASK ORDER when support effort is not
required to be on-site in government spaces. The access will be in compliance with current
NAVNETWARCOM, SPAWAR, NMCI and NAVFAC guidance and directives. The Government will
provide access to any installation required in accordance with current DOD and Navy guidance and
directives.

CONTRACTOR FURNISHED INFORMATION, SERVICES, AND EQUIPMENT

The Contractor shall provide technical support as needed to meet the requirements of the task order as it
pertains to facilities, supplies and services.

Page 35 of 46
EBS CDA COTS PWS -082311.docx





6.2

6.3

6.4

6.5

7.0

7.1

7.2

7.3

7.4

7.4.1

7.4.2

7.5

Contractor is responsible for obtaining Card Readers and Software to be utilized with the Government
furnished CAC Cards on non-NMCI workstations.

Contractor workstations connecting remotely to the NAVFAC Information Technology Center at Port
Hueneme, CA will be in compliance with current NAVNETWARCOM, SPAWAR, NMCI and NAVFAC
guidance and directives.

Contractor shall be responsible for reproduction and shipping charges for training manuals.
Contractors traveling overseas will be required to provide passports.
OTHER INFORMATION/PERIOD OF PERFORMANCE/TRAVEL/POINTS OF CONTACT

Hours of Work: Hours of work shall vary based on the task being performed. Certain tasks may require
work and travel after normal business hours, on weekends and holidays. For certain tasks, the contractor
may be required to provide services 24 x 7. Actual hours of work will be agreed upon at task order start up.

Place of Performance.

The Contractor shall be required to perform work associated with task orders throughout the United States
and its territories where NAVFAC has a presence. In addition, the contractor shall be required to perform
work in any country where NAVFACENGCOM has a presence.

Period of Performance: This task order period of performance shall be for one (1) base year and two (2)
one-year options and is subject to the availability of Government funds. The option years may be exercised
when determined by the Government to be in its best interest and in accordance with applicable acquisition
regulations and policies.

In accordance with FAR 52.217-9 Option to Extend the Term of the Contract (Mar 2000), the Government
may extend the term of task order by written notice to the Contractor five (5) days prior to contract
expiration provided that the Government gives the Contractor a preliminary written notice of its intent to
extend at least 30 days before the contract expires. The preliminary notice does not commit the Government
to an extension. If the Government exercises this option, the extended contract shall be considered to
include this option clause. The total duration of task order, including the exercise of any options under this
clause, shall not exceed 3 years.

Travel: The contractor shall perform travel as required in the performance of the contract as stated in
individual task orders. Travel shall consist of CONUS/OCONUS travel, in support of the contract
requirements identified in this task order.

Travel arrangements and costs shall be in accordance with the Joint Federal Travel Regulations. Before
undertaking any travel in performance of this task order, the Contractor shall have the travel approved, in
writing, by the TOM or Navy Technical Representative (NTR). In an urgent situation, telephonic/verbal
approval by the TOM or NTR is acceptable, with the understanding that the written approval request shall
be provided within thirty (30) calendar days.

Air: The contractor shall, to the maximum extent practical, minimize overall travel costs by taking
advantage of discounted airfare rates available through advance purchase. Charges associated with itinerary
changes and cancellations under nonrefundable airline tickets are reimbursable as long as the changes are
driven by the work requirement.

Non-Reimbursable Travel: The following travel shall not be reimbursed: travel performed for personal
convenience or daily travel to and from the designated work site.

Training. The Government will not allow costs, nor reimburse costs associated with the contractor training
employees in an effort to attain and/or maintain minimum personnel qualification requirements of this task
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7.6

7.7

7.8

7.9

order. Attendance at workshops or symposiums is considered training for purposes of this clause.
However, attendance at workshops or symposiums required to support the requirement of a business
systems but does not constitute as training that contributes toward the personnel qualification requirements
of this task may be approved on a case-by-case basis by the TOM.

Monthly Status Reports. The contractor shall submit a monthly status report consisting of an executive
summary covering the activities and funds status of the previous month. These reports shall contain an
accurate, up-to-date summary account of tasks completed during the month, tasks on-going during the
month, tasks to be worked during the next month, and shall provide status updates on any ongoing incidents
that occurred during the month and identify any problems or issues that are still pending. These reports
shall contain a statement of progress against the cost schedule developed by the Contractor under project
management and shall reference the Task ID from the Microsoft Project schedule. An alternate report may
be substituted for this format as agreed to at task start up.

The Contractor shall submit monthly reports in electronic format.

NAVFAC IT Architecture: is identified in the Business System Overviews (Attachment 1) and Common
Operating Environment (COE) (Attachment 17).

Key Positions: The Contractor agrees to assign personnel to positions designated as key positions and
these personnel shall be committed to the project for its duration. No substitution shall be made without
prior notification to and concurrence of the Ordering Officer. All proposed substitutes shall have
qualifications equal to or higher than the qualifications of the person to be replaced. The Ordering Officer
shall be notified in writing of any proposed substitution at least forty-five (45) days, or ninety (90) days if a
security clearance is to be obtained, in advance of the proposed substitution. The notification shall include:

e anexplanation of the circumstances necessitating the substitution;

e acomplete resume of the proposed substitute;

e and any other information requested by the Ordering Officer to enable the Government to judge
whether or the Contractor is maintaining the same high quality of personnel.

Contractor personnel holding the position titles and having the qualifications listed in Attachment 18 are
considered essential to the work being performed under this task order:

Contractor Identification:

In accordance with DFARS 211.106, “Contractor employees shall identify themselves as contractor
personnel by introducing themselves or being introduced as contractor personnel and displaying
distinguishing badges or other visible identification for meetings with Government personnel. All
contractor employees shall appropriately identify themselves as contractor employees in telephone
conversations and in formal and informal written correspondence.”

Contractor shall ensure, to the extent practicable, that external correspondence signed by Contractor
employees is on company letterhead. Internal correspondence, including e-mail and memoranda, must
include the name of the company in the signature line or in another clearly identifiable location. In all
contact with the public and Government officials, contractor personnel shall identify themselves as
contractor employees working under contract to NAVFAC.

Contractor shall ensure that their onsite personnel, when receiving or placing telephone calls, identify their
employer, in addition to whatever other appropriate greeting are used.

When participating in meetings with Government and/or other Contractor employees, ensure that their
personnel properly identify themselves as Contractor employees so that their actions will not be construed
as acts of Government officials.

Page 37 of 46
EBS CDA COTS PWS -082311.docx





7.10

7.11

All Contractor staff working on-site at any of the client installations during task order performance shall
wear at all times a DOD or Contractor furnished Identification.

The Contractor must comply with the implementation of Federal Information Processing Standards (FIPS)
Publication Number 201, Personal Identify Verification of Federal Employees and Contractors.

Intellectual Property: This task order is funded by the United States Government. All intellectual
property generated and/or delivered pursuant to this task order shall be subject to appropriate federal
acquisition regulations which entitle the Government to unlimited license rights in technical data and
computer software developed exclusively with Government funds, a nonexclusive license to practice any
patentable invention or discovery made during the performance of this task order, and a nonexclusive and
irrevocable worldwide license to reproduce all works (including technical and scientific articles) produced
during this task order.

All products delivered under this statement of work shall conform to current DOD, Department of Navy
(DON) and NAVFAC standards and guidelines. The Navy shall maintain full data rights to all products and
deliverables.

Transition between Task Orders and Continuity of Service:

If a successor contract is awarded prior to the final expiration date of this task order, the Government may
issue task orders to the successor Contractor prior to the expiration date of this task order.

The Contractor must recognize that services under this task order are vital to the Government and must be
continued without interruption and that upon task order expiration, a successor, either the Government or
another Contractor, may continue such services. The Contractor agrees to exercise its best efforts and
cooperation to effect an orderly and efficient transition.

The awardee shall not recruit on Government premises or otherwise act to disrupt Government business.
Within ten (10) calendar days of a task order award, the Contractor shall inform the appropriate TOM of
incumbent personnel, who will not be placed on the task order.

The Contractor shall have management and administrative support in place to fulfill work requirements at
time of commencement of the task order performance. Addresses, telephone numbers, and functional
responsibilities shall be provided to Ordering Officer and TOM at time of work initiation.

The Contractor shall provide phase-in, phase-out services, at no additional cost to the Government, as long
as there is any active task order. Appropriate task order management personnel shall meet with the
successor Contractor to coordinate task order transition. Discussions shall include personnel transition to
the successor Contractor, and the transition of task order specific items such as Government or Contractor
furnished supplies, materials, equipment, and services.

The Contractor shall disclose necessary personnel records (names and phone numbers) to allow the
successor to conduct interviews for possible transition. If selected employees are agreeable to the change,
the incumbent Contractor shall grant release at a mutually agreed date and negotiate transfer of the
employee's earned fringe benefits. The resumes for incumbents must be approved by the Government prior
to assignment to a position.
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ATTACHMENT I
GIS SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFAC’s Geographic
Information Systems (GIS) implementations as detailed below. Support of GIS will include at a minimum
the below skills, knowledge and expertise. Other skills, knowledge, or expertise not specifically mentioned,
but required to fulfill the tasks as stated will be identified and provided by the contractor.

GIS Applications: RSIMS/GeoReadiness, NIRIS, others TBD

The contractor must have knowledge and capability to support systems underlying all GIS at NAVFAC.
The primary GIS programs are the Regional Shore Installation Management System
(RSIMS)/GeoReadiness and NIRIS. Additional systems may be included in the future. The contractor
shall provide ongoing support and maintenance of all program modules. Modules include, but are not
limited to, the Maintenance & Analysis Environment, RSIMS3 viewer and related tools, GeoReadiness
Explorer and related tools, GIS data repository, related file data repositories, map builder, integrations with
other business systems, Space Management, Real Planfile Viewer, Media Manager, and administrative
toolsets. Additional modules will be added over the course of the period of performance at the direction of
Program Management.

Key SkKills:

Ability to support GIS applications using ESRI suite of products, including ArcGIS Server 9.3.1, ArcGIS
Server 10.x, ArcSDE, ArcGIS Desktop and extensions and third party tools.

Expertise in migrating GIS solutions from ArcIMS to ArcGIS Server

Expertise in designing, managing, and administering a consolidated and load-balanced GIS hosting
infrastructure and in deploying GIS applications in Citrix XenApp Server 4.5 and web environments.

Expertise in designing, managing, and administering a consolidated GIS ArcSDE infrastructure on Oracle
10gR2 and 119 platforms including Oracle database, Oracle Portal, Oracle SSO/OID, CITRIX, and
enterprise storage and backup systems

Expertise in troubleshooting GIS, Citrix, and Oracle integration issues, and tuning the performance of a GIS
system

Knowledge of UNIX and Windows Operating Systems
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ATTACHMENT Il

MAXIMO SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Maximo
implementations as detailed below. Support of Maximo systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

IBM Maximo

The contractor must have knowledge and capability to support Maximo versions 5.2, 7.1 and future
releases. The contractor must have knowledge and experience implementing Maximo Asset Management,
Transportation Management, and Linear Asset capabilities. The contractor must have knowledge and
experience in implementing Maximo B2B solutions, including advanced queue management and real time
XML interfaces.

Key SkKills:

Maximo Configuration and Administration

Knowledge of Transportation Manager

Knowledge of Linear Asset Manager

Knowledge of B2B implementation (Integration Framework)

IBM Websphere

The contractor must have knowledge and experience implementing IBM Websphere application hosting
software. The contractor must be familiar with versions 5 and 6 of the software. The contractor must be
capable of implementing the software in Windows and UNIX based environments. The contractor must be
familiar with high availability configurations of the Websphere software.

The contractor must have experience with performance tuning of Websphere and exhibit the capability to
assess and correct software performance issues.

Key SKills:

JMS Queue Management
Websphere Administration (Including Cluster configuration and control)
Performance monitoring and tuning

TRM Rules Manager

The contractor must have knowledge and experience implementing TRM Rules Manager in support of
Maximo 5.2 and 7.1.

Key Skills:

Rules Manager Configuration and Administration
Rules Manager Coding standard and language
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Handheld Integration

The contractor must have knowledge and experience implementing Syclo Maximo Work Manager/Syclo
Agentry with Maximo 5.2 and 7.1.

Key Skills:

Agentry 3.x Configuration and Administration
Agentry 5.x Configuration and Administration

BIRT Framework

The contractor must have knowledge and experience implementing BIRT framework in support of Maximo
7.1. The contractor must have knowledge and experience with multi-source implementation, optimization,
scheduling, remote delivery, and report writing.

Key SkKills:

BIRT Report Development
BIRT Configuration and Support
Report Scheduling and Email distribution
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ATTACHMENT Il
WEB PAGE DESIGN AND DEVELOPMENT SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

¢ NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

Web Page Design and Development

The contractor must have knowledge and experience designing web pages and graphics displayed digitally
and in printed materials. The contractor must be familiar with software approved for use in the NAVFAC
Developer Community of Interest (COI). The contractor must be capable of implementing the software in a
Windows based environment.

The contractor must have experience with performance tuning of the rendering of web pages and exhibit the
capability to assess and correct software performance issues.

Key Skills:

Adobe Creative Suite

Javascript, PHP, ASP, Java, Perl, Action Script, HTML, CSS, XML
Web 2.0 technologies

Web Design

Graphic Arts & Design

Page 42 of 46
EBS CDA COTS PWS -082311.docx





ATTACHMENT IV
ORACLE SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

e NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

Oracle Technology

The contractor must have expertise and capability to support current and future releases of the Oracle
Application Server and Fusion Middleware architectures. The contractor must have knowledge and
experience defining architecture requirements to support the NAVFAC Enterprise Business Systems,
configuring and customizing the application to meet the defined requirements. The contractor must have
knowledge and experience in implementing key features of the products as they apply to the current and
future implementations of the NAVFAC Enterprise Business Systems.

The contractor must have knowledge and experience with Oracle Databases. The contractor must have
knowledge and experience developing and administering database schemas in an OLTP environment. The
contractor must have knowledge and experience with Oracle’s Virtual Private Database technology. The
contractor must have knowledge and experience creating PL/SQL packages, procedures and functions as
well as having knowledge and experience developing SQL scripts that consist of DML, DDL, and PL/SQL
statements for use in application promotions. The contractor must have knowledge and experience
implementing Oracle Content DB.

The contractor must have knowledge and experience developing and deploying enterprise Java applications
in a multi-tiered architecture environment.  The contractor must have proficiencies in the Struts framework;
use of APIs that include Apache POI and LOG4J; XML development experience and basic understanding of
service oriented architecture; development and use of web technologies that include JavaScript, AJAX, and
JQuery; experience developing, deploying and administering J2EE application in an Oracle Application
Server environment; as well as administration of data sources and OC4J performance tuning.

The contractor must have knowledge and experience implementing Oracle Internet Directory (OID), Oracle
Identity Manager (OIM), and Oracle Access Manager (OAM) software in support of NAVFAC Enterprise
Business Systems. The contractor must have knowledge and experience defining architecture requirements
to support the NAVFAC OID, OIM, and OAM environments, configuring and customizing the applications
to meet the defined requirements. The contractor must have knowledge and experience in implementing key
features of the products as they apply to the current and future implementations for the NAVFAC Enterprise
Business Systems.

The contractor must have knowledge and experience implementing Oracle Universal Content Manager
(UCM) application hosting software. The contractor must have knowledge and experience defining
architecture requirements to support the NAVFAC Enterprise Business Systems, configuring and
customizing the application to meet the defined requirements. The contractor must have knowledge and
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experience in implementing key features of the products as they apply to the current and future
implementations for the NAVFAC Enterprise Business Systems.

The contractor must have knowledge and experience implementing current and future versions of Oracle
Portal and WebCenter Interaction (WCI). The contractor must have knowledge and experience defining
architecture requirements to support the NAVFAC Enterprise Portal environment, configuring and
customizing the application to meet the defined requirements. The contractor must have knowledge and
experience in implementing key features of the products as they apply to the current and future
implementations for the NAVFAC Enterprise Portal.

The contractor must have experience with performance tuning of applications hosted in the Oracle
Technology Stack and exhibit the capability to assess and correct software performance issues.

Key Skills:
OAS and OFM Configuration and Administration

Database Administration

-Knowledge of relational databases

-Schema Design and Development

-Virtual Private Database (VPD)

-Collections, i.e. Bulk Collects

-Database Links
Oracle RDBMS
OEM Grid Control
Oracle Real Application Clusters (RAC)
Oracle Content DB Configuration and Administration
OLTP Database Design and Development
Logical and Physical Data modeling and Design
Data Migration (Extract, Transform, Load — ETL)
Data Warehousing
Security (?)

Oracle Application Development
Oracle PL/SQL

Oracle JDeveloper

Oracle Forms

Oracle Reports

Oracle Portal Development

Oracle Application Express (APEX)
Oracle Discoverer Administration
Oracle Discoverer Desktop

Oracle Discoverer Plus and Viewer

Knowledge of OID, OIM, OAM

Oracle UCM configuration and Administration

Oracle Portal and WCI Configuration and Administration
Java

Java Server Pages (JSP)

Javascript

Java Business Ojbects (i.e., EJB, JDBC)
0C4J
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J2EE

LOG4J

Strut Framework

AJAX Development

JQuery (?)

Apache POI

HTML, CSS, XML

SQL

Knowledge of industry standard LDAP technologies
Knowledge of single sign-on technologies
Knowledge of 1A Controls and Security Technical Implementation Guidelines (STI1Gs) for system access
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1.0

1.1

1.2

121

GENERAL/ORGANIZATION/SCOPE/ BACKGROUND/OBJECTIVE
Organization to be supported:

Navy Facilities Engineering Command
1322 Patterson Ave SE
Washington Navy Yard, DC 20374-5065

Work is to be accomplished for the Naval Facilities Engineering Command (NAVFAC) Command
Information Officer (CIO).

The recurring phrase, “The contractor shall,” means that the firm selected for this procurement will, in
accordance with all applicable Federal, state, and local laws, regulations, guidance, and policies, furnish the
necessary personnel, services, products, materials, equipment, knowledge, and expertise to successfully
complete the tasks required under this task order.

The Contractor shall be responsible for complying with all applicable Federal Acquisition Regulations
(FAR), Defense Federal Acquisition Regulations (DFAR).

Scope:

Naval Facilities Engineering Command (NAVFAC) has a requirement to deploy and sustain an array of
Enterprise Business Systems that will be utilized throughout various Navy Organizations to include all
NAVFAC sites, all Navy Regions, the Marine Corps, and select private business partners. This array of
Enterprise Business Systems supports the broad spectrum of NAVFAC’s business, employs a broad range
of technical solutions, and could vary from a web-based application to a client server- & web-based
application to a data warehouse that supports NAVFAC corporate reporting. Client server applications are
accessed via thin client, i.e. Citrix protocols. As a result, NAVFAC has a need for functional and technical
programmatic support to include deployment support, operations and maintenance, configuration and
change management, project management planning and analysis, and technical support for all NAVFAC
Enterprise Business Systems. The list of enterprise-wide business systems are listed and discussed in the
Business System Overviews (Attachment 1).

This is a Performance Work Statement (PWS). The scope of this PWS is to provide functional and
technical programmatic support to include deployment support, operations and maintenance, configuration
and change management, project management planning and analysis, and other technical support for all
NAVFAC Enterprise Business Systems. The Contractor is responsible for achieving the desired results
based upon their approach and internal processes. The Contractor shall provide all services, personnel,
personnel supervision, materials, equipment and transportation necessary (except as otherwise specified
herein) to accomplish the requirements of this PWS.

Clearances and Licensing:
Contractor personnel working on this task shall be U.S. Citizens.

NAVFAC IT work is accomplished at IT level Il in accordance with SECNAV M-5510.30. Appropriate
background check levels should be at the NACLC or higher level for all resources provided in support of
this contract.

Work performed as part of executing this requirement will be at the SENSITIVE BUT UNCLASSIFIED
level. The contractor shall pursue and obtain final appropriate clearances (as defined by SECNAV M-
5510.30 at https://doni.daps.dla.mil/SECNAV%20Manuals1/5510.30.pdf - see sections 6-8 paragraph j.)
for all personnel as required by individual task. All contractor personnel shall have a successfully
adjudicated Access National Agency Check with Inquiries (ANACI) or National Agency Check with Local
Agency (NACLA) as required by Information Technology (IT) level 11 “Limited Privileged Access”. Tasks
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1.2.2

1.2.3

that require IT I level “Privileged Access” (e.g. involving super user or root access, direct access to
operating system level functions, access to change control parameters of routers, multi-plexers, and other
key information system/network equipment or software; ability and authority to control and change program
files, and other users’ access to data or equivalent access) shall require a Single Source Background
Investigation (SSBI) with periodic reviews as appropriate. This shall also apply to all sub-contractor
personnel.

The contractor shall establish and maintain an access list of those employees working on this Task Order.
A copy of the access list shall be furnished to the Command Information Assurance Manager (CIAM). All
personnel reassignments and changes shall be documented within 3 business days via a revised access list
provided to the NAVFAC CIAM. NAVFAC will provide the contractor access to all areas as necessary to
support this effort.

Specific tasks may require security clearance or specialized certifications as identified in the performance
work statement.

The Contractor shall ensure that personnel accessing information systems have the proper and current
information assurance certification to perform information assurance functions in accordance with DoD
8570.01-M, Information Assurance Workforce Improvement Program, and SECNAV M-5239.2
Department of the Navy Information Assurance (I1A) Workforce Management Manual. The Contractor
shall meet the applicable information assurance certification requirements, including:

(1) DoD-approved information assurance workforce certifications appropriate for each  category
and level as listed in the current version of DoD 8570.01-M; and

(2) Appropriate operating system certification for information assurance technical positions
as required by DoD 8570.01-M.

Upon request by the Government, the Contractor shall provide documentation supporting the information
assurance certification status of personnel performing information assurance functions.

Contractor personnel who do not have proper and current certifications shall be denied access to DoD
information systems for the purpose of performing information assurance functions.
Specific tasks may require specialized certifications as identified in the performance work statement.

Privacy Act:

Work on this project requires that Contractor personnel have access to Privacy Information as identified in
the Business System Overviews (Attachment 1). Personnel shall adhere to the Privacy Act, Title 5 of the
U.S. Code (USC), Section 552a and applicable agency rules and regulations.

Contractor will be held liable for all data breaches where he/she is determined to be culpable (e.g., contract
proprietary information, social security numbers (SSN) and other sensitive personnel information, etc).
Contractor will be held liable and be required for taking steps such as notifying affected parties or providing
credit monitoring.

Contractor personnel shall sign a Non-Disclosure Form (Attachment 2).

Access Requirements:

Contractor employees shall fill out a Department of Homeland Security Employment Eligibility
Verification, Form 1-9 (Attachment 3).

Contractor personnel shall coordinate with the Government sponsor to complete and submit an application
for a DOD Common Access Card (CAC) through the Contractor Verification System (CVS). See
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1.4

Attachment 4 fo the application procedures. The issuance of a Common Access Card (CAC) to a contractor
requires, at a minimum, a completed National Agency Check (NAC), or what is considered a
trustworthiness check, as well as an initiated National Agency Check with Written Inquiries (NACI).
Companies who employ government contractor personnel will have to complete and submit the NACI on
behalf of the individual prior to their arrival on-site. Contractor shall complete and submit a NACI on
behalf of their employees prior to arrival on-site. This policy is in accordance with the DoD Physical
Security Program, DOD 5200.8-R and the Contractor Verification System (CVS) Trusted Agent program.

Once the CAC request has been approved, Contractor personnel will proceed to the designated CAC
issuance location identified by the Government sponsor with the appropriate documentation to support their
identification and/or citizenship. The CAC issuance location will then issue the CAC.

Contractor employees traveling overseas must be eligible to obtain a passport.

Contractor employees shall successfully complete an online Information Assurance (IA) training class
(approximately 1.5 hours in duration) each year. See Attachment 5.

Contractor employees shall fill out a System Authorization Access Request Form (SAAR) (see Attachment
5) to obtain access to any Government system (remote or otherwise).

Within 7 working days, the contractor shall adhere to NAVFAC checkout procedures for the termination
and/or collection of all Public Key Infrastructure (PKI), CAC, NAVFAC Badges, Parking Passes, and
Parking Decals. This pertains to NAVFAC support contractors both on site and off site.

Background:

The NAVFAC is an Echelon 11 Systems Command under the Chief of Naval Operations (CNO), with
additional authorities and responsibilities from the Secretary of the Navy (SECNAV). NAVFAC is a
global military command with a Headquarters element and Component Commands that work together as
one organizational team. NAVFAC also provides technical support for Navy expeditionary engineer
readiness and doctrine, and program management support for multiple NAVFAC/CEC/SEABEE programs,
including the Ocean Facilities Program and the Sealift Support Program.

The NAVFAC, Command Information Officer (C10) has a requirement to provide optimized IT services to
a global footprint of internal and external customers. Today, NAVFAC Enterprise IT service requirements
are provided by three contracts from different contractors; a framework that reduced the number of
contractors significantly. While this reduced inefficiencies such as overlaps, redundancies, communications
gaps and disjointed “hand offs”, NAVFAC is looking to improve the framework to better align with
NAVFAC’s portfolio of information technology products and services. Based on internal analyses and
industry feedback, NAVFAC believes that this improved framework will be an effective means of achieving
improved service delivery relative to performance, availability and functional optimization.

Services will be provided at various NAVFAC activities, as appropriate, but primarily at NAVFAC's
Information Technology Center (NITC). This acquisition strategy is comprised of four (4) major
acquisitions that will encompass all contractor-provided IT services for NAVFAC. Splitting the work into
four core enterprise areas (Enterprise Application Hosting Support, Enterprise Business Systems Support
(2), and Enterprise Operations Support) provides checks and balances as appropriate, and protects the
contractor from internal conflicts of interest.

Obijectives:
The objective of this project is to provide full IT life cycle support, including requirements definition,

design, deployment and management of NAVFAC’s enterprise business systems, including the integration
of NAVFAC's core facilities management, construction management, and installation management systems
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2.0

2.1

2.2

2.3

2.4

2.5

2.6

in a fashion that will effectively and efficiently enable "end-to-end" facilities management for the
Department of Navy and numerous DOD customers world-wide.

DEFINITIONS

Common Operating Environment (COE)

The Common Operating Environment (COE) identifies the layers of the NAVFAC Enterprise hosting
infrastructure, network boundaries/Zones, and the hardware/software/storage platform. Attachment (02) is
a representation of the NAVFAC/NITC Data Center COE.

Technology Stacks (TS)

The NITC enterprise applications hosting architecture supports distinct and separate technology stacks
based on application requirements, but are inter-related and inter-dependent with each other. Attachment
03 - NAVFAC Hosting Technology Stacks describes technologies that support the NITC enterprise hosting
architecture, and identifies software components that are utilized and the business systems they support.

Technology Refresh (TR)

NITC performs periodic replacement of equipment to ensure continuing reliability of equipment and/or
improved speed and capacity. To meet IT roadmaps for consolidation and refresh requirements, NITC must
be able to change rapidly without substantially impacting or reducing capability enhancements that are
coordinated in obsolete solutions. Major technologies refresh requiring re-designing the hosting
architecture to better meet technology roadmaps (ie: virtualization, consolidation, cloud computing), is a
viable option for NITC if it meets DOD initiative for server footprint reduction.

Sustainment and Maintenance

NITC performs day-to-day operational sustainment and technical support of all services and applications
hosted at the NITC hosting center. Maintenance work is normally performed during non-core hours or
weekends to minimize impact to the user community. Sustainment and maintenance tasks are tracked
through the NITC change management process.

Emerging Systems

NITC maintains a common operating environment and core technology stack. New systems that do not
conform to the existing NITC hosting COE or Technology Stacks, and require separate server environment,
will be considered "emerging" systems. Once the system is fully deployed, it becomes part of the COE
/Technology stack, and will then require daily sustainment and maintenance support. Although this
scenario does not happen very often, it is likely that there will be two (2) occurrences of an emerging system
within the life of this contact.

Continuous Process Improvement (CPI)

The NITC hosting center maintains several processes and procedures for standardization. These processes
and procedures are based on CMMI and ITIL framework and industry's best practices. Government-
initiated audits are conducted to ensure these processes and procedures are followed and maintained. All

Page 7 of 53
EBS CDA NON COTS PWS - 082311.docx





2.7

2.8

2.9

2.10

2.11

employees of the hosting facility (both government and contractors) shall continually update SOPs within
their area of responsibilities.

Government-Approved Outages

The NITC maintains a calendar of approved maintenance schedules that require system outages. These are
usually done during non-core hours and weekends. Government-approved outages include: (1) scheduled
weekend maintenance, (2) unscheduled system maintenance due to system issues/failures, and (3) critical
IA/IAVA/INFOCON/SRR implementations which could happen during the week.

Application Virtualization

Application Virtualization describes technologies that improve portability, manageability and compatibility
of applications by encapsulating them from the underlying operating system on which they are executed. A
fully virtualized application is not installed in the traditional sense, although it is still executed as if it were.
The application is fooled at runtime into believing that it is directly interfacing with the original operating
system and all the resources managed by it, when in reality it is not. In this context, the term "virtualization"
refers to the artifact being encapsulated (application), which is quite different to its meaning in hardware
virtualization, where it refers to the artifact being abstracted (physical hardware). CDA (for GOTS) and
software vendor (for COTS) approvals must be obtained prior to implementation in the NITC hosting
environments.

Hardware Virtualization

Hardware virtualization is a virtualization of computers or operating systems. It hides the physical
characteristics of a computing platform from users, instead showing another abstract computing platform.
NITC is using VMWare and Solaris Container Virtualization Software to control virtualization. Hardware
and operating systems virtualization is an on-going effort at the NITC Hosting Facility to comply with
DON's server footprint reduction initiative.

Storage Virtualization and Consolidation

Storage virtualization is the pooling of physical storage from multiple network storage devices into what
appears to be a single storage device that is managed from a central console. NITC uses NetApp to control
storage from EMC and NetApp

Storage consolidation is an ongoing effort at NITC to standardize on the NetApp SAN System. NITC is in
the process of migrating data from the EMC and SUN devices into the NetApp SAN System to comply with
the NAVFAC IT Roadmap.

Acronyms

0 ACNO-IT - Assistant Chief of Naval Operations for Information Technology
ACTR - Assistant Contract Technical Representative (NMCI Term)

AHF — Application Hosting Facility

ANACI - Access National Agency Check with Inquires

AQL —-Acceptable Quality Level

ASDP — Abbreviated Systems Decision Paper

ASP — Active Server Page?

ATL — Automated Tape Library

OO0OO0OO0OO0OO0OO0
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B2B — Business to Business

BCA — Business Case Analysis

BCP — Business Continuity Plan

BMS - Business Management System

BOY - Beginning of (Fiscal) Year

BPM — Business Process Monitor (key piece of performance monitoring software)
C&A - Certification and Accreditation

CA — Certification Agent

CAC - Common Access Card

CARS — Cyber Asset Reduction and Security

CCB - Configuration Control Board

CCR - Central Contractor Registration

CCM - Configuration & Change Management

CCMP - Configuration & Change Management Plans
CDA - Central Design Agency

CEC - Civil Engineering Corps

CI - Configuration Item

CIAM — Command Information Assurance manager

ClO - Command Information Officer

CLIN - Contract Line Item Number

CM - Configuration Management

CMMI - Capability Maturity Model Integration

CMP - Configuration Management Board

CNO - Chief of Navy Operations

COB - Close Of Business

COE - Common Operating Environment

CONUS - Continental United States

COOP — Continuity of Operations Plan

COR - Contracting Officer’s Representative

CosS - Continuity of Service

COTS - Commercial-off-the-shelf

CPI - Continuous Process Improvement

CPU - Central Processing Unit

CTR - Contract Technical Representative (NMCI term)
CVS - Contractor Verification System

CYE - Calendar Year End

DAA - Designated Approval Authority

DADMS - Department of the Navy Applications and Database Management System
DBMS - Data Base Management System

DCPDS - Defense Civilian Personal Data System

DECC - Defense Enterprise Computing Center

DEERS - Defense Enrollment Eligibility Reporting System
DFAR — Defense Federal Acquisition Regulation

DIACAP — DoD Information Assurance Certification and Accreditation Process
DISA - Defense Information Systems Agency

DITSCAP - DoD Information Technology Security Certification and Accreditation Process
DMS — Defense Messaging System

DoD - Department of Defense

DODD - Department of Defense Directive

DODI - Department of Defense Instruction

DON - Department Of Navy

DR - Disaster Recovery

DSS - Decision Support System

DWAS - Defense Working capital fund Accounting System
El — Enterprise Integration
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E2E - End to End
EOY - End Of (Fiscal) Year
EP — Execution Plan

ESRI - Environmental Systems Research Institute (a leading geographic information systems

vendor)

EUL - End User Layer

FAM — Functional Area Manager

FAR - Federal Acquisition Regulation

FAQ - Frequently Asked Questions

FEC - Facilities Engineering Command

FISMA - Federal Information Security Management Act
FMO - Financial Management Office

FTE - Full-Time Equivalent

FY — Fiscal Year

GF - General Fund

GIS — Geographic Information Systems

GPO - Group Policy Objects

GPS - Global Positioning System

HVAC - Heating, Ventilation and Air Conditioning
HTMLDB - Hyper Text Markup Language Data Base (an Oracle Portal Development
Environment)

IA — Information Assurance

IAM — Information Assurance Manager

IAVA - Information Assurance Vulnerability Alert
IAVB - Information Assurance Vulnerability Bulletin
IAW - In Accordance With

IAWF - Information Assurance Work Force
IMMEDIATE - No more than 30 minutes

INFOCON - Information Operations Condition

IPT — Integrated Product Team

IT — Information Technology

ITIL - Information Technology Infrastructure Library
IV&YV - Independent Verification and Validation
J2EE - Java Version 2 Enterprise Edition

JPAS — Joint Personal Adjudication System

JSP - Java Server Pages

LDAP - Lightweight Directory Access Protocol

LNS - Legacy Network Shutdown

LUN - Logical Unit

HPQC - HP Quality Center (Formerly Mercury Quality Center)
NACLA - National Agency Check with Local Agency
NAS — Network Attached Storage

NASP - NAVFAC Application Service Provider
NAVFAC - Naval Facilities Engineering Command
NBVC - Navy Base Venture County

NET — Navy Enterprise Transportation

NGEN - Next Generation (Navy-owned network)
NAVNETWARCOM - Navy Network Warfare Command
NFELC — Naval Facilities Expeditionary Logistics Center
NITC — NAVFAC Information Technology Center
NMCI - Navy Marine Corps Intranet

NTR - Navy Technical Representative

NWCF - Navy Working Capital Fund

OAPEX - Oracle Application Express

OAS - Oracle Application Server
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OCONUS - Outside Continental United States

OCS - Oracle Collaboration Suite

ODAA - Operations Designated Approval Authority
OEM - Oracle Enterprise Manager

OFM - Oracle Fusion MiddleWare

OID - Oracle Internet Directory

OLTP - On Line Transactional Processing

ONE-NET — OCONUS Navy Enterprise Network

OO - Ordering Officer

OS - Operating System

OST - Operational Support Team

PBSOW - Performance Based Work Statement
PEO-EIS - Program Executive Office for Enterprise Information Systems
PKE — Public Key Enabling

PKI - Public Key Infrastructure

POA&M - Plan of Actions and Milestones

POC - Point Of Contact

PW — Public Works

PWS — Performance Work Statement

QAJ/CM - Quality Assurance/Configuration Management
QASP — Quality Assurance Surveillance Plan

QC - Quality Control

QI Session - Quality Improvement Sessions (Process Validation/Audit)
QTP - Quick Test Professional

RDMBS - Relational Data Base Management System
RFA - Request for Action

ROI - Return on Investment

SA — System Administrator

SAAR - System Authorization Access Request

SAN - Storage Area Network

SCADA - Supervisory Control and Data Acquisition
SECNAV - Secretary of the Navy

SDE - Spatial Data Engine

SDP — System Decision Paper

SLIN - Sub Line Item Number

SPAWAR - Navy Space Warfare Command

SPM - Single Platform MAXIMO®

SRR - System Readiness Review

SSBI - Single Source Background Investigation

SSL — Secure Sockets Layer

ST&E — Security Test & Evaluation

STIG - Security Technical Implementation Guide

TF — Task Force

Tier 1 support — Response and routing of user initiated telephone help calls, emails and online
submissions from the CIO Support Tracking System on the NAVFAC Portal.
Tier 2 support — Advanced response to help calls referred from Tier 1.
TOM - Task Order Manager

TPS — Test Plan/Script

TR - Technology Refresh

TRM - Total Resource Management

TS - Technology Stack

TSO - Time Sharing Option

UPS — Uninterrupted Power Supply

USC - US Code

VSS- Visual Source Safe
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3.0

3.1

3.11

0 VUGen - Virtual User Generator (Mercury product for creating monitoring plans and scripts)

BUSINESS SYSTEMS SUPPORT TASK ORDER DESCRIPTION & DELIVERABLES

Introduction/Summary

The Enterprise Business Systems Support functional area will consist of deploying and managing various
enterprise business systems, integrating NAVFAC's core facilities management, construction management,
and installation management systems enabling "end-to-end" facilities management for the Department of
Navy and numerous DOD customers world-wide. Services required are as follows:

e  Perform system analysis, requirements definition, design, development, test, modification, installation,
implementation, change management, quality assurance, training, and documentation for Information
Systems

e Analyze existing business systems, databases, web sites, and applications and recommend new or
improved interfaces and management tools that meet management requirements, or improve
management effectiveness and efficiency

e Implement, modify and maintain web based information systems and links

e Provide systems engineering and technical support for establishment, test, upgrade, and operational
support of applications

e Apply engineering and analytical disciplines to identify, document, and verify the functional,
performance and physical characteristics of the enterprise business systems

e Provide Enterprise Integration technical management and specialized information technology support
and programming expertise required to design, develop, execute, operate, maintain, and sustain existing
interfaces, and technology frameworks

e Provide information and data management services, including design and creation of operational data
stores, data warehouses and data marts. Design and implement data management processes for
archiving, storage and retrieval of historical data.

o  Provide support for deployment of applications or systems to NAVFAC activities. Document, report,
and track issues that occur during deployment and provide training for deployed applications and
systems

e Provide data and system migration support for NAVFAC Enterprise Business Systems. Create and
document data maps between existing systems to facilitate data migration and interfacing. Analyze
existing architecture and database objects for compatibility with the new architecture, create a
migration plan and document to-be configuration and environment.

e  Provide support using continuous process improvement using established NITC CMMI framework and
ITIL processes, and compliance with NITC change management and configuration management
processes.

e Comply with NITC portfolio management procedures.

e  Comply with FISMA, IA, INFOCON guidance to achieve ATO for each business system

Requirements Definition

The contractor shall work with NAVFAC to understand business and organizational requirements and
translate those into project requirements.

The contractor shall create requirements analysis documents. The document shall be comprehensive and
must include all project stakeholder requirements. The Government will review and approve the completed
requirements analysis document, ensuring that the document is approved by all stakeholders and project
sponsors before work proceeds.

Functional Analysis
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3.1.2

Overview: The contractor shall have knowledge and proficiency in the different business areas of
NAVFAC. The contractor shall provide analysis of how NAVFAC processes integrate and interface with
the larger, standard DON and DoD systems. Results of analysis will document new features, migration
paths, risks, and cost impacts and make recommendations on new technologies. Functional consultation
requests shall include scope, period of performance, level of effort, and expected outcomes.

Work Description: The contractor shall provide functional analysis of NAVFAC, FMO, DON and DoD
initiatives and requirements. Contractor personnel must have knowledge and experience with the
appropriate business area roles, responsibilities and functions and ensure compliance with the rules and
regulations appropriate to the NAVFAC business area. The contractor shall participate in requirement
gathering teams with functional experts from the NAVFAC community. Participation includes user group
meetings, requirements analysis, prioritization, and assistance in creation of change requests. Results of
functional analysis will be documented in a formal requirements document.

The contractor shall create and maintain requirements documentation for existing or emerging business
systems. Requirements documentation will be created for any new requirements and provide the basis for
the analysis and design phase. All requirements documentation will be maintained and updated as
requirements are discovered or modified by the appropriate Change Control Board.

The contractor shall provide analysis of existing systems, identify current functionality, and document the
results into a Capability Document. Based on the Capability Documents generated, the contractor shall also
create a Capability Matrix that maps all business systems with all functionality identified. The contractor
shall maintain the currency of the Capability Document and Capability Matrix as changes occur in the
business applications.

The contractor shall enter all requirements into the government provided requirements management system
as documented in the Business System Overviews (Attachment 1) and in compliance with configuration and
change management policy.

The contractor shall insure that requirements are in compliance with standard business processes as
documented in the Business Management System (BMS). In the case of conflict, the contractor shall work
with the project manager to modify either the requirement or business process as appropriate.

Objectives:
A. Create and maintain requirements documentation.

B. Enter requirements into government provided requirements management system.
C. Present analysis for review by government representative.

Deliverables:

A0001 — Business System Functional Requirements Analysis Document
A0002 — Capability Document
A0003 — Capability Matrix

Technological Analysis

Overview: The contractor shall provide analysis of emerging hardware and software technologies to
evaluate impacts to current and emerging systems and hosting environments is required to maintain and
improve NAVFAC business systems.

Work Description: The contractor shall provide analysis of new software and hardware technologies.
Results of analysis will be documented in an impact analysis, and will address new features, migration
paths, risks, cost impact, and make recommendation on adoption of technologies.
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3.2

The contractor shall assist the NASP by performing a business systems impact analysis as a result of any
infrastructure changes. Analysis shall include identification of current capability, operating environment,
scope of use, and recommendations for infrastructure modifications or use of the network.

The contractor shall provide assistance to the government by providing a business systems impact analysis
of all NMCI, NAVFAC, IA, NETWARCOM, SPAWAR, and ACNO-IT directives and requirements with
regard to legacy network shutdown, Cyber Asset Reduction & Security (CARS), and other consolidation
and standardization efforts.

Objectives:
A. Provide an impact analysis of new software and hardware technologies.

B. Assist NASP in evaluating impact of infrastructure changes.

Deliverables:
A0004 — Technical Analysis Document.

Systems Analysis & Design

Overview: The contractor shall use the requirements analysis document as a source for the systems design
phase. The systems analysis and design document will define the hardware and software architecture,
components, modules, interfaces, and data for a system to satisfy the specified requirements. The
contractor shall interface with the NAVFAC CDA, hosting and IA staff to effectively perform the work
required in this section. Analysis and design must take into account interfaces between business systems.
Analysis must include identification of authoritative data sources for data elements, users of data,
redundancy of data, opportunities for optimization, data discrepancies, and recommendations for data
warehouse solutions and methodologies.

Software analysis and design support is required for both small and large projects. Large scale projects
typically require more than 120 hours of effort, and could include:
e Development of new business systems
Addition of significant new functionality
Conversion of legacy systems (e.g., from ASP or Cold Fusion to JAVA)
Updates of underlying COTS products
Implementation of data warehousing solutions
Implementation of new technologies.

Work Description:

The contractor shall provide software analysis for all requests assigned to them for action. Each analysis
includes determination of technical feasibility of request, recommendation for action, determination of level
of effort, and estimate for completion of development. The analysis should address existing data
discrepancies, and should include documentation of issue, causes, corrective actions, risks and
recommendations for avoiding future recurrence. Abbreviated analysis results shall be entered into the
appropriate change management system, the status updated, and the government POC notified of
completion of analysis.

The contractor shall provide a systems design for all requests approved for work. Design should take into
account existing architecture, environment and framework and be approved by the configuration manager
prior to implementation. Design documents should include a traceability matrix relating each design
element back to a requirement. Development of solutions shall be done in the appropriate environment or
framework for the system being modified as documented in the Business System Overviews (Attachment 1).
Contractor shall ensure that the design complies with security policies and guidance.
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The contractor shall provide database analysis and design for existing or emerging business systems.
Database structures, indexes, stored procedures, triggers, jobs and other objects must be fully documented
in compliance with configuration and change management policy.

The contractor shall provide analysis, design and implementation support for required transactional and
batch interfaces in support of financial, facilities, personnel, and other types of data. The contractor shall
work with data providers to identify methods of interface, data requirements, security standards, and other
process issues. The contractor shall document interfaces and agreements with data providers. The
contractor shall coordinate meetings with data providers and users for analysis and implementation of
changes and ensure change requests are entered into appropriate change management systems.

The contractor shall evaluate system changes for impact to business continuity plans and continuity of
operations plans. The contractor shall provide update system level BCP and COOP documents, and
recommend changes to enterprise BCP and COOP documents. (add DR)

Objectives:
Complete analysis of assigned requests.

Design solutions to assigned requests.

Create and maintain the Capability Documents and Capability Matrix.
Coordinate changes to interfaces.

Update BCP/COOP documents.

moow>

Deliverables:

A0005 — Software Analysis, Design, & Implementation Document
A0006 — Database Analysis, Design, & Implementation Document
A0007 — Application Interfaces Analysis and Design Document
A0008 — BCP/COOP Document
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3.3

3.3.1

3.3.2

Implementation
Development

Overview: The contractor shall provide development, maintenance, configuration and customization of
existing and emerging business systems. The contractor shall provide support for the migration of business
systems between hosting environments.

Work Description: The contractor shall perform development tasks as described in system design
documents. The contractor shall incorporate the Development phase into the overall Project lifecycle.
Contractor shall ensure that all development efforts comply with 1A and CCM policies and guidance.

The contractor shall perform configuration and customization of existing commercial off the shelf (COTS)
and government off the shelf (GOTS) software as defined in system design documents. All configuration
and customization will follow NAVFAC and vendor standards for implementation of customization or
configuration items within the subject COTS/GOTS. To the extent possible, customizations will be made
within existing COTS/GOTS frameworks to allow compatibility with future product releases.

The contractor shall incorporate source code controls for all modifications to systems. All objects to be
modified will be retrieved (checked out) from source control and not from operational environments.
Check in of modified code will occur once development (unit) testing is complete and before any code is
promoted to the test environment. Types of code and objects to be stored in source control are identified in
the Business System Overviews (Attachment 1).

The contractor shall perform unit and integration testing of all programs, scripts or processes that are
created or modified. Unit and integration testing must be performed within the NITC infrastructure on
environments similar to the proposed production business system.

Objectives:
A. Execute the Development phase of the system lifecycle on schedule.

B. Perform unit and integration testing.
C. Utilize Source Control for all configuration objects.

Data Migration

Overview: The contractor shall provide data migration support, which is the transfer of data between
storage types, formats, or systems. Unless directed otherwise by the government, data migration will be
performed programmatically to achieve an automated migration.

Work Description: The contractor shall create and document data maps between existing systems to
facilitate data migration and interfacing. Data maps will contain all data definitions required for successful
migration, including table names, column names, column descriptions, and lists of values. Data maps will
include documentation of any potential conflicts due to column size, type, flags, logic conditions, or non-
standard values with mitigation options.

The contractor shall create and validate scripts and processes for data migration. Scripts include data
validation, data transformation, and all insert, delete and update statements required for successful data
migration. Bulk creation of user accounts and creation of underlying data structures and records may be
required for successful migration.

The contractor shall provide development support for migration of web content into the NAVFAC Portal
and Collaboration Services. Tasks include analysis of existing web based content, identification of potential
impacts of migration, analysis of content mapping to existing Portal/OCS schema, creation of a migration
plan, and documentation of the to-be environment.
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Objectives:
A. Complete documentation of all data map requirements for successful data migration.

B. Provide scripts for data migration, including validation and transformation as required.
C. Provide migration plan for transfer of content into Portal/OCS.

Deliverables:

A0009 — Data Migration Data Mapping Document

A0010 — Data Migration Scripts

A0011 — Impact Analysis and Migration Plan for Web Based Content

3.3.3  Testing

Overview: The contractor shall ensure quality control by coordinating and working with the NAVFAC
CDA, hosting and IA staff in the creation and execution of comprehensive test plans. Updated scripts,
views, and databases must be thoroughly tested in all appropriate environments and validated to ensure that
modifications are in alignment with the work requested.

Work Description: The contractor shall provide documented test plans for all system changes.

The contractor shall load final, government approved test plans into the automated testing system.

The contractor shall participate in program/module reviews to ensure that functionality defined in the
applicable Requirements Document and change management system is addressed in the Test Plan.

The contractor shall provide support to the QA group in execution of test plans.

Objectives:
A. Develop test plan and load into automated testing system for each system modification completed.

B. Complete testing of programs and modules.
C. Accomplish program/module review.

Deliverables:
A0012 — Business System Test Plans

3.3.4  Patches, Updates and Service Packs

Overview: The contractor shall evaluate, assess and apply vendor supplied patches, updates and service
packs to business systems and infrastructure as applicable.

Work Description: The contractor shall evaluate the impact of vendor supplied patches, updates and
service packs on NAVFAC business systems. Evaluation must examine the scope of the update and its
impact on system functionality and performance. The contactor shall perform an assessment of likely
outcomes from applying the subject update to the business system or underlying architecture. The
assessment must include a risk analysis and recommended course of action to mitigate risks while
complying with 1A, FAM and vendor guidance on software and hardware updates.

For those updates specific to the business system, the vendor shall apply the updates in a development or
test environment and provide thorough testing of functionality and performance before approving the
update in a production environment. For architecture updates, the vendor will perform before and after
testing of the updated environment to insure compatibility prior to application of the update to a production
environment.

Objectives:

Page 17 of 53
EBS CDA NON COTS PWS - 082311.docx





A. Analyze patches, updates and service packs
B. Perform testing to alleviate production system impacts.
C. Apply patches to those systems being directly maintained by the contractor.

Deliverables:
A0013 — Impact Analysis and Assessment for updates
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3.4

34.1

3.4.2

Deployment
System Deployment

Overview: The contractor shall provide support for the deployment of business systems. The deployment
period begins with the commencement of initial deployment activities (typically data migration from an
existing system) and ends no later than 16 calendar days after initial go-live (the first business day on the
new system).

Work Description: The contractor shall provide a POA&M and staffing plan for each deployment a
minimum of 30 days prior to the deployment period. The staffing plan will be coordinated with the
deploying site to insure that impacted users and locations are documented and support is available at these
locations.

The contractor shall provide assistance with validation and correction of data migrated prior to going live.

The contractor shall provide on-site support for deployment of systems to NAVFAC activities. On-site
support personnel must be knowledgeable in the operation of the deployed system. Personnel will be
responsible for assisting users in transitioning to the system, including providing direct hands-on support.

The contractor shall accurately document, report, and track issues that occur during deployment. All issues,
including resolution or current status, will be documented in a deployment report presented at the end of the
deployment period.

Objectives:
A. Deliver complete Deployment Plan of Actions and Milestones to include a Staffing Plan.

B. Provide satisfactory support to end users during deployment period.
C. Provide daily status report and final Deployment Report upon deployment completion.

Deliverables:
A0014 — Business System Deployment POA&M and Staffing Plan

Documentation

Overview: The contractor shall provide and maintain documentation to support life cycle of business
systems.

Work Description: The contractor shall maintain system documentation for NAVFAC business systems.
All documentation shall be maintained in electronic format and entered into source control. Documentation
shall be published in the NAVFAC Portal where appropriate for the NAVFAC user community.

The contractor shall maintain documentation of system architecture in compliance with configuration and
change management policy. Architecture documentation includes System Architecture Diagram,
Configuration Synopsis, and Ports & Protocols Synopsis.

The contractor shall maintain manuals for current and emerging application systems, to include user
manuals, administration manuals, and other documentation.

The contractor shall maintain supporting documents, to include User Guides, Quick References, Data
Models, Data Dictionaries and other configuration documents.
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3.4.3

3.5

3.5.1

The contractor shall provide Release Documentation for each promotion to the acceptance environment.
Release Documentation will include a list of all objects included in the release associated with the
appropriate change management record and any specific load instructions associated with the promotion.

The contractor shall prepare IA documents in compliance with current NETWARCOM, NMCI and
NAVFAC guidance.

Objectives:
A. Provide new and updated documents.

B. Provide Release Documentation in support of each promotion cycle.

Deliverables:
A0015 — Business System User Manuals & Administration Manuals

Peripheral Support

Overview: The contractor shall provide support for specialized peripherals, including handheld devices
and automated utility meters. The current environments are documented in the Business System Overviews
(Attachment 1).

Work Description: The contractor shall provide support for implementation and maintenance of handheld
devices and associated enterprise applications at multiple sites within NAVFAC. Implementation includes
configuration, testing, and deployment of devices to the end users.

The contractor shall provide support for configuration of meters and automated meter reading systems in
conjunction with utilities systems, including on-site support.

The contractor shall evaluate new hardware and software for compatibility with existing systems and make
recommendations including impact, risk, and timelines for introduction.

The contractor shall provide support in 1A accreditation and NMCI certification of new and existing
devices.

Objectives:
A. Support implementation and maintenance of specialized solutions.

B. Provide evaluation of new technologies
Operations & Maintenance

The contractor shall, upon receipt of a work request, provide direct operations, maintenance, user support
functions and training as identified below.

Application Administration

Overview: The contractor shall provide day-to-day application and database administration support. The
contractor shall have a working knowledge of applications, systems, and underlying mid-tier technologies.
Specific technologies are documented in the system descriptions. A full listing of all application systems
and technologies are listed in the Business System Overviews (Attachment 1).

Work Description: The contractor shall provide administration for systems hosted at the NITC Hosting
Facility. Administration tasks include user management, application configuration, and
application/database security management.

The contractor shall provide database administration for systems in the development and test environments.
Database administration tasks include performance optimization, schema management, security
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3.5.2

3.5.3

management, synchronization management, replication management, promotion support, developer support,
database system documentation, and EUL management.

The contractor shall ensure that accounts and passwords are managed in accordance with DoD and Navy
Standards. Contractor shall document all changes to configurations in compliance with NAVFAC CIO
policy and guidance.

Objectives:
A. Ensure application availability through user management, configuration, and security administration.

B. Mitigate all risk assessments for database security.
C. Provide database administration for applications and systems in the development and test
environments.

Direct Support

Overview: The contractor shall provide technical assistance on the toolsets that support the different
business systems, maintaining a knowledge base of issues and how issues are resolved, "Frequently Asked
Questions™" (FAQ) for systems, Tier 2 and on-call support. Issues that cause production downtime, work
stoppage, or data loss/corruption are categorized as urgent.

Work Description: The contractor shall maintain a knowledge base using NAVFAC specific tools and
standards for systems. This knowledge base must be available via NAVFAC Portal and accessible to both
government and contractor staff for reference when providing user assistance. The knowledge base must
track the frequency of issues being reported, along with each issue’s resolution.

The contractor shall provide an FAQ document for each system which features high volume issues from the
knowledge base. This FAQ will be maintained online on the NAVFAC Portal in the appropriate locations,
and updated on an as needed basis, at least once per quarter. High volume will be determined based on
relative volume compared to other issues for the individual system, but should be no less than the top 5
issues in the knowledge base.

The contractor shall provide Tier 2 support for systems. Tier 2 support notices may be received by
telephone, email request or via an online support tracking system. Support may be rendered by telephone,
email or collaboration tools. Support personnel must be familiar with systems. The contractor shall log all
responses and actions taken in the online support tracking system.

Tier 2 support that is related to system outages will be logged in the appropriate system issue log as
documented in the system description.

The contractor shall provide a central telephone number for 24 hours support of critical systems as
designated in the NITC Operations call back documentation. On-call staff will be capable of determining
root cause, issue source, and recalling appropriate administrative staff if necessary to resolve issues.

Objectives:
Publish Frequently Asked Questions for each application or system.

Maintain knowledge base of known issues for each application.
Acknowledge and respond to requests for assistance.

Log all requests for assistance in appropriate tool.

Successfully resolve user issues.

moow>

Change Management

Overview: The contractor shall provide configuration and change management support.
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3.54

3.5.5

3.5.6

Work Description: The contractor shall utilize the appropriate government change management system as
the official system of records for all requests for actions. The change management system shall be utilized
for induction and tracking of all requests, including, change requests, trouble reports, data fixes,
administrative actions, report modifications, and database configuration changes.

The contractor shall implement the government configuration and change management guidance as
documented for each system. The contractor shall ensure that database changes are coordinated properly
with application changes. Configuration and change management of development and test environments
may be required for individual systems as documented in the Business System Overviews (Attachment 1).

The contractor shall be responsible for updating the status of all actions assigned to them.

The contractor shall incorporate source code controls for all modifications to systems. All objects to be
modified will be retrieved (checked out) from source control and not from operational environments.
Check in of modified code will occur once development (unit) testing is complete and before any code is
promoted to the test environment. Types of code and objects to be stored in source control are identified in
the Business System Overviews (Attachment 1).

Objectives:
A. Utilize government provided change management systems for all system modification requests.

B. Provide status updates in change management system.
C. Utilize source control for all code and configuration objects.

Optimization

Overview: The contractor shall provide for system optimization in support of successful system operation.
Work Description: The contractor shall, upon receipt of a work request, provide support to the NASP for
optimization and performance tuning of application code, queries, scripts, and databases. Tasks include

monitoring performance, analysis of results, recommendation for optimization/tuning, implementation,
performance validation, and documentation of changes.

Objectives:
A. Provide recommendations for optimization and performance tuning.

Information Assurance

Overview: The contractor shall provide support for information assurance tasks undertaken by the
government in support of business systems and environments.

Work Description: The contractor shall, upon receipt of a work request, provide documentation and
perform tasks associated with I A requirements for government systems and environments. Documentation
may include system specifications, system diagrams, process flow charts, documentation of A compliance
actions, and mitigation plans. Task may include correcting 1A deficiencies, participating in reviews, and
assisting in security scans.

Objectives:
A. Provide IA documents as required.

B. Perform IA related tasks.

Performance Evaluation
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Overview: The contractor shall provide technical services support to prepare for load testing of systems.
Preparation efforts include gathering information on the estimated number of users, estimated number of
concurrent users, user location(s), desktop environment(s), whether the sites are operating in a legacy
network environment or under the NMCI environment, and estimated transactional loads.

Work Description:

The contractor shall define detailed scenarios and test plans. The contractor shall configure load injectors,
execute tests, evaluate results and provide load test report. Scripts shall be maintained in source control.

Objectives:
A. Provide test plans.

B. Execute test.
C. Provide load test report.

Deliverables:

A0016 — Detailed Test Plans
A0017 — Load Test Report
A0018 — Final Scripts
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3.6

3.6.1

3.6.2

Training

The contractor will be required to provide training throughout the lifecycle of systems supported by NITC.
Both end user and administrator training is required for those systems which have administrative
capabilities which will be used by government personnel. Specific types of training will be determined
based on the individual system and customer need within the scope described.

Deployment Training

Overview: The contractor shall provide training services for all user roles. Services include preparation of
training plans and materials, development of schedules, and administration of training.

Work Description: The contractor shall provide on-site training for newly deployed systems. Training
shall commence at the deployed site thirty (30) days or less prior to the go-live date. Contractor shall
maintain the training environment, to include system and data refresh as needed, ensuring that updates do
not interfere with scheduled training.

The contractor shall coordinate the logistics for all training and on-site deployment support. Training
logistic support includes working with each deployment site to determine the number of users to be trained;
types and number of core training classes to be provided; and availability and scheduling of training rooms.
The contractor shall, prior to training commencement, provide an appropriate number of training manuals
and validate that the training room equipment has access to the Training environment.

The contractor shall provide and/or maintain a standard online registration tool for training. The tool will
publish training dates and locations a minimum of 60 days prior to training. The tool will allow class
registration, creation of rosters in electronic format, recording of attendance and produce final rosters for
government review.

The contractor shall provide Manuals and Materials for on-site training of deployed systems. Materials
include Quick References, Training Guides, and Evaluation Forms. All manuals and materials must be
provided in electronic and printed format. Electronic materials should be published by posting on the
NAVFAC Portal in appropriate locations. A printed copy must be provided to each student.

Training Guides must include Training Schedules, Class Synopsis, Class Locations, Trainer names,
Milestones, Training Environment, and Availability Requirements.

A Training Summary, including lessons learned and results from student evaluations will be submitted no
more than 5 business days after training completion.

Objectives:
Provide online registration and final rosters for all training classes.

Provide draft manuals and materials for review.

Provide final manuals and materials.

Collect student surveys at the end of each training session, compile and provide to project manager.
Provide the training summary for review.

mooOw>»

Deliverables:
A0019 — Deployment Training Manuals and Materials (Draft & Final)

Self Paced Training
Overview: The contractor shall provide training materials and capabilities to allow for self paced user

training. Services may include self paced manuals, web-based training modules and Computer Based
Training (CBT).
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3.6.3

3.6.4

Work Description: The contractor shall prepare and maintain materials for self paced training on those
portions of the Information System identified by the government as appropriate candidates.

Self paced training will be designed using standard NAVFAC tools and capable of being deployed via
NAVFAC Portal or the Navy Network.

Objectives:
Provide quality self paced training for system users.

Deliverables:
A0020 — Training Courses (CBT, Self Paced, or Web Based)

Sustainment Training

Overview: The contractor shall provide resources in the form of personnel and materials to train on the
business systems as described in Attachment 1.

Work Description: The contractor shall maintain and provide training materials for systems. Training
materials include manuals, evaluation forms, examples, and exercises. Training materials shall be available
in both electronic and printed formats. Electronic materials shall be published on the NAVFAC Portal.

Requests for electronic training materials will be made no less than 14 days before materials are required.
Requests for printed materials will be made no less than 30 days before materials are required.
Contractor shall provide technical training on systems

The contractor shall provide user training for systems. Training may be on-site classroom training or
interactive online training depending on requirements. Online training may be recorded for future self-
paced training needs.

User training requests will be submitted a minimum of 60 days prior to desired training date. Location,
number of students, materials required, and length of course will be negotiated.

Objectives:
A. Deliver training materials.

B. Collect student surveys at the end of each training session, compile and provide to project manager.
Technical Training

Overview: The contractor shall provide resources in the form of personnel and materials to train
government and contractor personnel on technical topics, system capability and support processes utilized
in normal operations.

Work Description: Technical training will consist of administration, database support, and any other
system specific classes required to accomplish the administration, support, and sustainment of the system.
Technical training will use standard materials to provide full knowledge transfer to either the government or
another contractor. Process training will familiarize the student with processes and standards used within
NITC to support NAVFAC business systems.

Technical training requests will be submitted a minimum of 30 days prior to the desired training date.
Location, number of students, materials required, and length of course will be negotiated.

Objectives:
A. Deliver training materials.

B. Collect student surveys at the end of each training session, compile and provide to project manager.
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3.6.5 Peripheral Training

Overview: The contractor shall provide resources in the form of personnel and materials to train
government and contractor personnel in the use of specialized peripherals utilized in normal operations.

Work Description: Peripheral training will consist of hands on instruction in the use and maintenance of
specialized peripheral equipment, such as handheld computers, tablets, scanners, or alternate input devices.
Training will include care and maintenance of the device, use of any software loaded on the device, and
interfacing of the device to the supported business system.

Peripheral training requests will be submitted a minimum of 45 days prior to the desired training date.
Location, number of students, materials required, and length of course will be negotiated.

Objectives:
A. Deliver training materials.

B. Collect student surveys at the end of each training session, compile and provide to project manager
3.7 Project Management
3.7.1  Project Management and Planning

Overview: Throughout the life of this task order, the contractor shall provide project management support
to ensure the successful and timely completion of all tasks and deliverables.

Work Description: The contractor shall create, maintain, and submit a Microsoft Project schedule to the
government on all projects, using work breakdown structure. The Schedule will include a report that
provides a status at an agreed upon task level, noteworthy accomplishments, and challenges that need
attention. The Schedule will be maintained on a weekly basis and stored electronically in the government
provided solution.

The contractor, upon receipt of a work request, will create and maintain an Execution Plan (EP) based on
the input from the CDA, NASP, Operations, development team, and user community. As negotiated with
the government, the EP will be broken out in a manner that facilitates tracking of the various Microsoft
Project components and shall include near term (current six-month period), medium-term (six to 12
months), and long-term (one to three years) objective and timelines. The EP shall include functional and
technical objectives.

Objectives:
A Create and maintain a Microsoft Project Schedule and Execution Plan.

3.7.2  Status Reports and Meetings

Overview: The contractor shall provide, on an ongoing basis, project management information via status
reports and/or meetings.

Work Description: The contractor shall generate, maintain, and submit electronically, on a bi-weekly
basis, charts that provide the government information on current and projected cumulative costs, labor
hours, expended and projected percentage of work accomplished, and other metrics plotted against time.
The contractor shall include supporting detail information in spreadsheet format.

The contractor shall attend and participate in monthly Task Review Meetings with the Government
Application Project Lead to discuss the required Monthly Financial Summary Report and Monthly
Summary Report.
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3.7.3

The contractor shall provide a comprehensive status briefing of this task order to NAVFAC CIO, NITC
management and other parties at minimum of four (4) times per year. Draft presentations shall be provided
to the Government ten (10) business days prior to the start of the meeting. The Government will review and
provide comments within five (5) business days after receipt of draft presentation. Final presentations shall
be due in electronic format, posted to the NAVFAC Portal in the appropriate location one (1) business day
prior to the start of the meeting.

The contractor shall provide analytical and technical support to the many different Configuration Control
Boards (CCB) that support each major functional area or system. The contractor shall be required to attend
and collect discussion data points as well as action items during these meetings. The contractor shall
provide written documentation covering these discussions to the Task Order Manager (TOM) five (5)
business days after each meeting. The contractor shall also be required to give presentations at the CCB
meetings and to lead discussions.

All meetings and reviews shall be held at either the Ordering Officer, the contractor’s office, or at any other
location as specified by the Ordering Officer within the geographic locations identified in the task order.

Objectives:
A Provide burn rate chart to government.

B. Attend scheduled Task Review Meetings.
C. Provide draft and final meeting materials and presentation.

Program Management

Government inspection will occur as the contractor provides deliverables. In the absence of a formal
agreement, the Government will complete the review of draft deliverables within five (5) business days of
receipt, and will complete the review and acceptance (or rejection) of final deliverables within 10 business
days of receipt.

The contractor shall provide cost and execution reports on a monthly basis. Cost reports at the task level
must be provided in spreadsheet format. Overall task order execution must be provided in ‘S’ chart format.
Any variance from the execution plan must be explained with a corrective action plan as appropriate.
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3.8 Performance Requirements Summary Matrix
Item Performance Objective Performance Standard and Acceptable Methods of
Quality Level (AQL) Performance
Assessment

3.1.1 Functional Analysis

3.11A Create and maintain Documents submitted for review within 5 Government Review.
requirements days of requirement approval with less than
documentation. 2% rework.

3.11B Enter requirements into 100% of requirements documented in Government Review.
government provided management system within 2 days of
requirements management requirement approval with less than 2%
system. rework.

3.11C Present analysis for review | Government acceptance of analysis in Government
with government fewer than 3 reviews cycles. acceptance.

representative.

3.1.2 Technological Analysis

3.12A Provide an impact analysis | Completion of analysis within 3 days of Government review.
of new software and agreed upon completion date.
hardware technologies

3.12B Assist NASP in evaluating | Complete evaluation 1 day of agreed upon | Government review.

impact of infrastructure
changes.

completion.

3.2 System Analysis and Design

3.2.A Complete analysis of Submission of analysis results within 5 Government Review
assigned requests. days for 95% of requests. of metrics from
change management
system.
3.2.B Design solutions to 95% of solutions provided within 1 day of | Government Review
assigned requests. estimated completion date. After of metrics from
government review and acceptance of final | change management
design documents, there will be no more system.
than 2% rework based on final functional
requirements analysis documents.
3.2.C Create and maintain the Capability Document and Matrix will be Government Review.
Capability Documents and completed or updated 1 day after
Capability Matrix. production promotion of any business
application.
3.2.D Coordinate changes to Coordinate meeting with data providers Government Review.
interfaces. and users for analysis and implementation
of changes at least 60 days prior to
expected implementation date.
3.2.E Update BCP/COOP Provide complete documents for review 1 Government Review.
documents day of agreed upon completion.
3.3.1 Development
3.3.1A Execute the Development Achieve milestones as defined in the Government Review.
phase of the system system lifecycle schedule, at planned level
lifecycle on schedule. of effort.
3.3.1B Perform unit and integration | Successfully complete testing as defined in | Government Review.

testing.

the system lifecycle schedule, at planned
level of effort.
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33.1C

Utilize source control for all
configuration objects.

100% of code and configuration objects
checked into source control within 4 hours
of testing.

Government Review.

3.3.2 Data Migration

3.3.2.A Complete documentation of | Provide complete document for review 1 Government review.
all data map requirements day of agreed upon completion.
for successful data
migration.

3.3.2B Provide scripts for data Provide scripts within 1 day of agreed upon | Government review of
migration, including completion date. After government review | scripts in acceptance
validation and and acceptance of final data mapping environment.
transformation as required. | documents, there will be no more than 2%

rework of migration scripts.

3.3.2C Provide migration plan for | Provide plan within 1 day of agreed upon Government review.
transfer of content into completion date.
Portal/OCS.

3.3.3 Testin

3.33A Develop test plan and 100% of test plans completed and loaded Government Review
loaded into automated within 2 days of completion of
testing system for each development.
system modification
completed.

3.3.3B Complete testing of Complete 100% of test plans within target | Government Review.
programs and modules. test period.

3.3.3.C Accomplish Government acceptance of Government Review.

program/module review.

program/module on first walk-through.

3.3.4 Patches, Updates and Service Packs

3.3.4.A | Analyze patches, updates Completion of analysis within 3 days of Government Review.
and service packs. agreed upon completion date.

3.34.B Perform testing to alleviate | Complete 100% of testing within target test | Government Review.
production system impacts. | period.

3.34.C Apply patches to those Government acceptance of systems Government Review.
systems being directly ensuring patches had no impact.
maintained by the
contractor.

3.4.1 System Deployment

34.1A Deliver complete Deliver POA&M and staffing plan a Government Review.
Deployment Plan of minimum of 30 days prior to deployment
Actions and Milestones to period.
include a Staffing Plan.

34.1B Provide satisfactory support | Provide assistance to all users with less User feedback via
to end users during than 10% negative feedback. survey.
deployment period.

34.1.C Provide daily status report Perform daily status briefs on all Government Review.

and final Deployment
Report upon deployment
completion.

outstanding issues. Deliver deployment
report including resolution or status of all
issues within 2 business days of
deployment completion.

3.4.2 Documentation

3.4.2.A

Provide new and updated
documents.

Documents submitted for review within 1
day of agreed upon date with less than 5%
rework.

Government Review
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Provide release
documentation in support of
each promotion cycle.

34.2B

Provide release documentation a minimum
of 5 days prior to promotion of code to the
acceptance environment with less than 2%
rework.

Government Review

3.4.3 Peripheral Support

34.3.A Support implementation At least 95% availability of solution with Government Review
and maintenance of the exception of planned maintenance.
specialized solutions.

3.4.3B Provide evaluation of new Evaluation provided within 2 days of Government Review

technologies.

agreed upon date.

3.5.1 Application Administration

35.1A Ensure application No unplanned outages per calendar month. | Government Review.
availability through user
management, configuration,
and security administration.
35.1B Mitigate all risk 100% compliance with all 'high' risk Government Review.
assessments for database assessments within 5 days of notification.
security. Mitigate all 'medium’ risk assessments
within 10 days of notification. Mitigate all
'low' risk within 30 days of notification.
35.1.C Provide database Database availability of at least 99% Government Review.

administration for
applications and systems in
the development and test
environments.

excluding maintenance windows.

3.5.2 Direct Support

35.2.A Publish Frequently Asked FAQs published at a minimum of once per | Government Review.
Questions for each quarter.
application or system.
35.2B Maintain knowledge base of | New issues entered into knowledge base Government Review.
known issues for each including resolutions or work-arounds
application. within 2 days of issue being documented.
35.2C Acknowledge and respond | Acknowledge receipt of urgent requests Government Review
to requests for assistance. within 10 minutes of request and standard and Operations Watch
requests within 30 minutes of request. metrics.
Identify resolution to urgent requests
within 30 minutes and standard requests
within 2 hours.
3.5.2D Log all requests for 100% of requests logged in the call log and | Government Review.
assistance in appropriate 100% of outages logged in the system issue
tool. log.
35.2.E Successfully resolve user Resolve 95% of urgent issues within 1 hour | Government Review

issues.

and 95% of other issues with 4 hours.

of Operations Watch
metrics.

3.5.3 Change Management

35.3A Utilize government
provided change
management systems for all
system modification
requests.

100% of requests are entered into the
government change management system.

Government Review.
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35.3B Provide status updates in 100% of status changes updated in Government Review.
change management government change management system
system. within 1 day of status update.

35.3.C Utilize source control for all | 100% of code and configuration objects Government Review.
code and configuration checked into source control within 4 hours
objects. of testing.

3.5.4 Optimization
354.A Provide recommendations Provide recommendations no more than Government Review

for optimizations and
performance tuning.

one 1 day after agreed upon date.

3.5.5 Information Assurance

355A Provide 1A documents as Provide complete documents for review 1 Government Review.
required. day of agreed upon completion.
3.55B Perform IA related tasks. Complete 100% of IA tasks within target Government Review.

completion date.

3.5.6 Performance Evaluation

3.5.6.A Provide test plans. Provide test plans 10 days prior to Government Review.
proposed test date.

3.5.6.B Execute test. Execute test on agreed upon date with no Government Review.
impact to production network.

35.6.C Provide load test report. Provide load test report 2 days after Government Review.

execution of test.

3.6.1 Deployment Training

3.6.1.A Provide online registration | Provide final roster 1 day prior to training. | Government Review.
and final rosters for all
training classes.

3.6.1B Provide draft manuals and Provide draft manuals and material 14 days | Government Review.
materials for review. prior to propose training date.

3.6.1.C Provide final manuals and 100% availability of final training materials | Government Review.
materials. prior to the deployment training date

3.6.1.D Collect student surveys at 100% of student surveys collected with a Government Review.
the end of each training minimum of 90% positive feedback
session, compile and
provide to project manager.

3.6.1.E Provide the training Provide training summary within 2 days Government Review.

summary for review.

after training completion.

3.6.2 Self Paced Training

3.6.2.A Provide quality self paced
training for system users

100% availability of training materials
prior to training date.

Statistical analysis of
survey responses
against class rosters.

3.6.3 Sustainment Training

3.6.3.A Deliver training materials. 100% availability of training materials Government Review.
prior to the training date
3.6.3.B Collect student surveys at 100% of student surveys collected with a Government Review.

the end of each training
session, compile and
provide to project manager.

minimum of 90% positive feedback

3.6.4 Technical Training

3.6.4.A Deliver training materials. 100% availability of training materials Government Review.
prior to the training date
3.6.4.B Collect student surveys at 100% of student surveys collected with a Government Review.

the end of each training
session, compile and
provide to project manager.

minimum of 90% positive feedback
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3.6.5 Peripheral Training

3.6.5.A Deliver training materials. 100% availability of training materials Government Review.
prior to the training date
3.6.5.B Collect student surveys at 100% of student surveys collected with a Government Review.

the end of each training
session, compile and
provide to project manager.

minimum of 90% positive feedback

3.7.1 Project Management and Planning

3.7.1.A Create and maintain a
Microsoft Project Schedule
and Execution Plan.

Provide POA&M to Work Requestor 2

days prior to schedule project review dates.

Government Review

3.7.2 Status Reports and Meetings

3.7.2.A Provide burn rate chart to Provide monthly burn rates charts to Government receives
government government. accurate reports on
time.
3.7.2B Attend scheduled Task Contractor provides draft presentations to Government review
Review Meetings. the Government 5 calendar days prior to and acceptance of
the start of the meeting. Final contractor provided
presentations shall be due in electronic draft and final copies
format, 2 calendar days prior to the start of | of meeting materials
the meeting. and presentations.
3.7.2C Provide draft and final Facilitate monthly and quarterly Contract Government review

meeting materials and
presentation.

Status reviews with government
representatives. Prepares and perform
PowerPoint presentation during monthly
and quarterly Contract Status Reviews.

and acceptance of
contractor provided
draft and final copies
of meeting materials
and presentations.
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3.9 Deliverables
Item Deliverable Format Date Required
A0001 Business System - .
311 Functional Requirements See Attachment Within 5 busmes.s days of
. approval of requirement
Analysis Document
3.1.1 AQ0002 Capability Document | See Attachment Within 1 business (_jay affter
production promotion
3.1.1 A0003 Capability Matrix See Attachment Within 1 business (_jay affter
production promotion
A0004 Technical Analysis
3.1.2
Document
A0005 Software Analysis,
3.2 Design, & Implementation See Attachment As required
Document
A0006 Database Analysis,
3.2 Design, & Implementation See Attachment As required
Document
A0007 Application Interfaces
3.2 Analysis and Design See Attachment As required
Document
3.2 A0008 BCP/COOP Document
3.3.2 AOOO? Data Migration Data See Attachment As required
Mapping Document
3.3.2 A0010 Data Migration Scripts
A0011 Impact Analysis and
3.3.2 Migration Plan for Web Based
Content
333 A0012 Business System Test See Attachment Within 2 business days of
Plans completion of development
334 A0013 Impact Analysis and
" Assessment for updates.
A0014 Business System - .
34.1 Deployment POA&M and See Attachment Z\é'tﬂ; nns]‘(e)n?aygsri%rcljor 0
Staffing Plan ploy P
A0015 Business System User
3.4.2 Manuals & Administration
Manuals.
3.5.6 A0016 Detailed Test Plans
3.5.6 A0017 Load Test Report
3.5.6 A0018 Final Scripts
A0019 Deployment Training . .
3.6.1 Manuals and Materials (Draft | See Attachment Ml_nl_mum of 60 days prior to
. training commencement
& Final)
A0020 Training Courses
3.6.2 (CBT, Self Paced, or Web
Based)
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3.10 SKILLS, KNOWLEDGE AND EXPERTISE

See Attachment | thru Attachment X.
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4.1

4.2

5.0

51

5.2
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6.0

6.1

QUALITY PLANNING, CONTROL AND ASSURANCE

The quality assurance surveillance plan (QASP) outlines the framework and methods that will be utilized to
provide surveillance and review of the Contractor’s fulfillment of contract acceptance criteria and other
contract standards, including its quality control plan execution. The Government shall develop the QASP
and evaluate Contractor performance based on this framework. The Government will evaluate the overall
project performance on a regular basis to provide confidence that the project will satisfy the relevant quality
standards. The system shall be applicable to all subcontractors and members of the contractor’s team, if
appropriate.

T he Contractor shall monitor the specific project results to determine that they comply with relevant quality
standards and identify ways to eliminate causes of unsatisfactory performance through utilization of its
Quality Control (QC) plan based on Project Management Institute (PMI) best practices.

T he Contractor shall address the quality control planning, execution and tracking to be utilized to assure
compliance with task order performance standards. The Contractor shall provide its quality control program
in its technical proposal.

The contractor shall develop, implement and maintain a quality assurance program. The system shall
included inspection, validation, evaluation, corrective action and procedures necessary to effect quality
control of all performance and products under the contract. The system shall allow inspection and
evaluation by the government.

GOVERNMENT FURNISHED INFORMATION, SERVICES, AND EQUIPMENT

The Government will furnish NMCI workstations and network resources, workspace, furnishings, office
supplies, document reproduction, fax and telephone services, video-conferencing and web-conferencing
necessary to accomplish assigned work covered by this task order when some or all of the support must be
performed in Government spaces.

The Government will make available relevant standards, functional statements, technical manuals, computer
systems guides, reference material, regulations, instructions, and operational procedures necessary to
accomplish this task order.

The Government will provide Government Common Access Cards (CAC).
The Government will provide hand held equipment to accomplish assigned work covered by this task order.

The Government will provide the required number of software licenses necessary to accomplish this task
order when support effort is required to be in government spaces on government-provided NMCI
workstations. At the completion of these tasks, all software and customized computer code shall be
surrendered to the Government.

The Government will provide remote access to systems at the NAVFAC Information Technology Center at
Port Hueneme, CA to accomplish assigned work covered in this TASK ORDER when support effort is not
required to be on-site in government spaces. The access will be in compliance with current
NAVNETWARCOM, SPAWAR, NMCI and NAVFAC guidance and directives. The Government will
provide access to any installation required in accordance with current DOD and Navy guidance and
directives.

CONTRACTOR FURNISHED INFORMATION, SERVICES, AND EQUIPMENT

The Contractor shall provide technical support as needed to meet the requirements of the task order as it
pertains to facilities, supplies and services.
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6.2

6.3

6.4

6.5

7.0

7.1

7.2

7.3

7.4

7.4.1

7.4.2

7.5

Contractor is responsible for obtaining Card Readers and Software to be utilized with the Government
furnished CAC Cards on non-NMCI workstations.

Contractor workstations connecting remotely to the NAVFAC Information Technology Center at Port
Hueneme, CA will be in compliance with current NAVNETWARCOM, SPAWAR, NMCI and NAVFAC
guidance and directives.

Contractor shall be responsible for reproduction and shipping charges for training manuals.
Contractors traveling overseas will be required to provide passports.
OTHER INFORMATION/PERIOD OF PERFORMANCE/TRAVEL/POINTS OF CONTACT

Hours of Work: Hours of work shall vary based on the task being performed. Certain tasks may require
work and travel after normal business hours, on weekends and holidays. For certain tasks, the contractor
may be required to provide services 24 x 7. Actual hours of work will be agreed upon at task order start up.

Place of Performance.

The Contractor shall be required to perform work associated with task orders throughout the United States
and its territories where NAVFAC has a presence. In addition, the contractor shall be required to perform
work in any country where NAVFACENGCOM has a presence.

Period of Performance: This task order period of performance shall be for one (1) base year and two (2)
one-year options and is subject to the availability of Government funds. The option years may be exercised
when determined by the Government to be in its best interest and in accordance with applicable acquisition
regulations and policies.

In accordance with FAR 52.217-9 Option to Extend the Term of the Contract (Mar 2000), the Government
may extend the term of task order by written notice to the Contractor five (5) days prior to contract
expiration provided that the Government gives the Contractor a preliminary written notice of its intent to
extend at least 30 days before the contract expires. The preliminary notice does not commit the Government
to an extension. If the Government exercises this option, the extended contract shall be considered to
include this option clause. The total duration of task order, including the exercise of any options under this
clause, shall not exceed 3 years.

Travel: The contractor shall perform travel as required in the performance of the contract as stated in
individual task orders. Travel shall consist of CONUS/OCONUS travel, in support of the contract
requirements identified in this task order.

Travel arrangements and costs shall be in accordance with the Joint Federal Travel Regulations. Before
undertaking any travel in performance of this task order, the Contractor shall have the travel approved, in
writing, by the TOM or Navy Technical Representative (NTR). In an urgent situation, telephonic/verbal
approval by the TOM or NTR is acceptable, with the understanding that the written approval request shall
be provided within thirty (30) calendar days.

Air: The contractor shall, to the maximum extent practical, minimize overall travel costs by taking
advantage of discounted airfare rates available through advance purchase. Charges associated with itinerary
changes and cancellations under nonrefundable airline tickets are reimbursable as long as the changes are
driven by the work requirement.

Non-Reimbursable Travel: The following travel shall not be reimbursed: travel performed for personal
convenience or daily travel to and from the designated work site.

Training. The Government will not allow costs, nor reimburse costs associated with the contractor training
employees in an effort to attain and/or maintain minimum personnel qualification requirements of this task
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7.6

7.7

7.8

7.9

order. Attendance at workshops or symposiums is considered training for purposes of this clause.
However, attendance at workshops or symposiums required to support the requirement of a business
systems but does not constitute as training that contributes toward the personnel qualification requirements
of this task may be approved on a case-by-case basis by the TOM.

Monthly Status Reports. The contractor shall submit a monthly status report consisting of an executive
summary covering the activities and funds status of the previous month. These reports shall contain an
accurate, up-to-date summary account of tasks completed during the month, tasks on-going during the
month, tasks to be worked during the next month, and shall provide status updates on any ongoing incidents
that occurred during the month and identify any problems or issues that are still pending. These reports
shall contain a statement of progress against the cost schedule developed by the Contractor under project
management and shall reference the Task ID from the Microsoft Project schedule. An alternate report may
be substituted for this format as agreed to at task start up.

The Contractor shall submit monthly reports in electronic format.

NAVFAC IT Architecture: is identified in the Business System Overviews (Attachment 1) and Common
Operating Environment (COE) (Attachment 17).

Key Positions: The Contractor agrees to assign personnel to positions designated as key positions and
these personnel shall be committed to the project for its duration. No substitution shall be made without
prior notification to and concurrence of the Ordering Officer. All proposed substitutes shall have
qualifications equal to or higher than the qualifications of the person to be replaced. The Ordering Officer
shall be notified in writing of any proposed substitution at least forty-five (45) days, or ninety (90) days if a
security clearance is to be obtained, in advance of the proposed substitution. The notification shall include:

e anexplanation of the circumstances necessitating the substitution;

e acomplete resume of the proposed substitute;

e and any other information requested by the Ordering Officer to enable the Government to judge
whether or the Contractor is maintaining the same high quality of personnel.

Contractor personnel holding the position titles and having the qualifications listed in Attachment 18 are
considered essential to the work being performed under this task order:

Contractor Identification:

In accordance with DFARS 211.106, “Contractor employees shall identify themselves as contractor
personnel by introducing themselves or being introduced as contractor personnel and displaying
distinguishing badges or other visible identification for meetings with Government personnel. All
contractor employees shall appropriately identify themselves as contractor employees in telephone
conversations and in formal and informal written correspondence.”

Contractor shall ensure, to the extent practicable, that external correspondence signed by Contractor
employees is on company letterhead. Internal correspondence, including e-mail and memoranda, must
include the name of the company in the signature line or in another clearly identifiable location. In all
contact with the public and Government officials, contractor personnel shall identify themselves as
contractor employees working under contract to NAVFAC.

Contractor shall ensure that their onsite personnel, when receiving or placing telephone calls, identify their
employer, in addition to whatever other appropriate greeting are used.

When participating in meetings with Government and/or other Contractor employees, ensure that their
personnel properly identify themselves as Contractor employees so that their actions will not be construed
as acts of Government officials.
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7.10

7.11

All Contractor staff working on-site at any of the client installations during task order performance shall
wear at all times a DOD or Contractor furnished Identification.

The Contractor must comply with the implementation of Federal Information Processing Standards (FIPS)
Publication Number 201, Personal Identify Verification of Federal Employees and Contractors.

Intellectual Property: This task order is funded by the United States Government. All intellectual
property generated and/or delivered pursuant to this task order shall be subject to appropriate federal
acquisition regulations which entitle the Government to unlimited license rights in technical data and
computer software developed exclusively with Government funds, a nonexclusive license to practice any
patentable invention or discovery made during the performance of this task order, and a nonexclusive and
irrevocable worldwide license to reproduce all works (including technical and scientific articles) produced
during this task order.

All products delivered under this statement of work shall conform to current DOD, Department of Navy
(DON) and NAVFAC standards and guidelines. The Navy shall maintain full data rights to all products and
deliverables.

Transition between Task Orders and Continuity of Service:

If a successor contract is awarded prior to the final expiration date of this task order, the Government may
issue task orders to the successor Contractor prior to the expiration date of this task order.

The Contractor must recognize that services under this task order are vital to the Government and must be
continued without interruption and that upon task order expiration, a successor, either the Government or
another Contractor, may continue such services. The Contractor agrees to exercise its best efforts and
cooperation to effect an orderly and efficient transition.

The awardee shall not recruit on Government premises or otherwise act to disrupt Government business.
Within ten (10) calendar days of a task order award, the Contractor shall inform the appropriate TOM of
incumbent personnel, who will not be placed on the task order.

The Contractor shall have management and administrative support in place to fulfill work requirements at
time of commencement of the task order performance. Addresses, telephone numbers, and functional
responsibilities shall be provided to Ordering Officer and TOM at time of work initiation.

The Contractor shall provide phase-in, phase-out services, at no additional cost to the Government, as long
as there is any active task order. Appropriate task order management personnel shall meet with the
successor Contractor to coordinate task order transition. Discussions shall include personnel transition to
the successor Contractor, and the transition of task order specific items such as Government or Contractor
furnished supplies, materials, equipment, and services.

The Contractor shall disclose necessary personnel records (names and phone numbers) to allow the
successor to conduct interviews for possible transition. If selected employees are agreeable to the change,
the incumbent Contractor shall grant release at a mutually agreed date and negotiate transfer of the
employee's earned fringe benefits. The resumes for incumbents must be approved by the Government prior
to assignment to a position.
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ATTACHMENT I

ADOBE SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

Automated Budget System (ABS)

Business Intelligence

Business Information Management System (BIMS)
ieFACMAN

iNFADS/EPG

LMSIS/MDEP

NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

Adobe Technology

The contractor must have knowledge and capability to support current and future releases of the Adobe
Cold Fusion architecture. The contractor must have knowledge and experience defining architecture
requirements to support the NAVFAC Enterprise Business Systems, configuring and customizing the
applications to meet the defined requirements. The contractor must have knowledge and experience in
implementing key features of the products as they apply to the current and future implementations of the
NAVFAC Enterprise Business Systems. The contractor must have expertise and capability to support
current and future releases of Adobe Creative Suite to support web design services for NAVFAC
Enterprise Business Systems.

The contractor must have experience with performance tuning of applications hosted in the Adobe Cold
Fusion environment and exhibit the capability to assess and correct software performance issues.

Key Skills:

Adobe Cold Fusion
Adobe Creative Suite
Performance monitoring and tuning
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ATTACHMENT Il

DATA WAREHOUSING SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACSs Enterprise Data
Warehouse and Business Intelligence efforts. The contractor is expected to have sufficient knowledge and
expertise to maintain existing DW and BI solutions while engineering robust EDW/BI solutions for
NAVFAC and its customers. Specific existing systems include:

e Data Warehouse / Operational Data Stores

o BIMS

o |IDS

o INFADS

o MAXIMO
0 FIS/Reports

e Business Intelligence / Reporting

Automated Budget System (ABS)

Business Information Management System (BIMS)
ieFACMAN

iNFADS/EPG

LMSIS/MDEP

NAVFAC Portal

FIS/Reports

o

O O0OO0OO0OO0O0

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

Data Warehousing

The contractor must have knowledge, experience, and capability to design, implement, and integrate data
warehouse solutions. The contractor must understand key data warehousing concepts and be capable of
making sound recommendations on data structures and hierarchies to solve real world data aggregation
issues. The contractor must be familiar with standard performance measures and strategies for data
warehouse optimization. The contractor must be able to assess data warehousing solutions for suitability to
the NAVFAC environment and compatibility with existing infrastructure.

Key Skills:

Knowledge of Oracle data warehouse tools

Knowledge of ETL methods and tools

Knowledge of data warehouse schemas types and best practices
Knowledge of data warehouse technologies and vendors
Knowledge of performance monitoring and tuning

Source Systems

The contractor must have knowledge, experience, and capability to convert data from source systems to data
warehouse formats. The contractor must have the experience to convert requisite mainframe tables to
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formats appropriate for data warehouse processing. The contractor must have experience in cross database
scripting and ETL processes.

Key SkKills:

Knowledge of Oracle Database Structure
Knowledge of CA DATACOM Database Structure
Knowledge of MS SQL Server Database Structure
Knowledge of SYBASE Database Structure

Business Intelligence Tools

The contractor must have knowledge, experience, and capability to support Bl tools including IBM Cognos,
Oracle Discoverer, Oracle OBIEE, and similar software suites. The contractor must be capable of designing
and implementing cubes based on customer requests. The contractor must be able to evaluate existing cubes
for issues and assist end users in query building and execution. The contractor must be able to create and

maintain appropriate metadata for multiple data sources based on business system knowledge provided by
the CDA and expert users.

Key SkKills:

Knowledge of IBM COGNOS
Knowledge of Oracle BI
Understanding of Cubes
Understanding of Metadata Modeling
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ATTACHMENT Il

FIS SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACSs FIS application as
detailed below. Support of FIS will include at a minimum the below skills, knowledge and expertise. Other
skills, knowledge or expertise not specifically mentioned, but required to fulfill the tasks as stated will be
identified and provided by the contractor.

Facilities Information System 2.0

The contractor must have knowledge and capability to support FIS v.2.0 and future releases. The contractor
must have knowledge and experience implementing FIS capabilities. The contractor must have knowledge
and experience in implementing FIS solutions, including FIS 2.0 integrations with other DoD and non-DoD
applications, including, but not limited to STARS-FL, One Pay, ieFACMAN, iNFADS, and DCIPS.

Key SkKills:

Knowledge of FIS

Knowledge of IDEAL programming language

Knowledge of COBOL programming language

Knowledge of IBM Job Control Language (JCL)

Knowledge of CA DATACOM database structure

Knowledge of Structured Query language (SQL or CA Dataquery)
Knowledge of Performance monitoring
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ATTACHMENT IV

IBM SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

Automated Budget System (ABS)

Business Intelligence

Business Information Management System (BIMS)
ieFACMAN

iNFADS/EPG

LMSIS/MDEP

NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

IBM Technology

The contractor must have knowledge, experience, and capability to support IBM WebSphere MQ Series.
The contractor must have the experience configuring and customizing MQ Series for the transfer of data

from IBM Mainframe Datacom database to an Oracle database. The contractor must have the experience
and exhibit the capability to assess and correct software performance issues.

Key Skills:

JAVA
PL/SQL

JAVASCRIPT

IBM WEBSPHERE MQ SERIES
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ATTACHMENT V

JACADA SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

Automated Budget System (ABS)

Business Intelligence

Business Information Management System (BIMS)
ieFACMAN

iNFADS/EPG

LMSIS/MDEP

NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

JACADA Developers/Admins

The contractor must have knowledge and experience with Enterprise Integration technical management and
specialized information technology support and programming expertise required to design, develop,
execute, operate, maintain and sustain existing interfaces, and technology framework. The contractor must
be familiar with transactional interfaces which are required to operate 24/7 with the exception of planned
and unplanned down times. The NAVFAC transactional interfaces requiring development and sustainment
include, but are not limited to, bi-directional interfaces between various NAVFAC enterprise systems.

Key Skills:

JAVA
PL/SQL

JAVASCRIPT

LINUX

WINDOWS SYSTEM ADMIN

c#

KNOWLEDGE of JACADA FRAMEWORK
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ATTACHMENT VI

MICROSOFT SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

Automated Budget System (ABS)

Business Intelligence

Business Information Management System (BIMS)
ieFACMAN

iNFADS/EPG

LMSIS/MDEP

NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

Microsoft Technology

The contractor must have knowledge and capability to support and/or use current and future releases of
Microsoft Software and architectures. The contractor must have knowledge and experience in
implementing key features of the products as they apply to the current and future implementations of the
NAVFAC Enterprise Business Systems.

The contractor must have experience with performance tuning of applications hosted in the Microsoft
SharePoint and I1S environments and exhibit the capability to assess and correct software performance
issues.

Key SKills:

Active Directory

MSP 2010

NET

Microsoft Access Database Design and Configuration
Microsoft SharePoint

Microsoft 11S

Microsoft Team Foundation Server

Performance monitoring and tuning
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ATTACHMENT VII
ORACLE SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

Automated Budget System (ABS)

Business Intelligence

Business Information Management System (BIMS)
ieFACMAN

iNFADS/EPG

LMSIS/MDEP

NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

Oracle Technology

The contractor must have expertise and capability to support current and future releases of the Oracle
Application Server and Fusion Middleware architectures. The contractor must have knowledge and
experience defining architecture requirements to support the NAVFAC Enterprise Business Systems,
configuring and customizing the application to meet the defined requirements. The contractor must have
knowledge and experience in implementing key features of the products as they apply to the current and
future implementations of the NAVFAC Enterprise Business Systems.

The contractor must have knowledge and experience with Oracle Databases. The contractor must have
knowledge and experience developing and administering database schemas in an OLTP environment. The
contractor must have knowledge and experience with Oracle’s Virtual Private Database technology. The
contractor must have knowledge and experience creating PL/SQL packages, procedures and functions as
well as having knowledge and experience developing SQL scripts that consist of DML, DDL, and PL/SQL
statements for use in application promotions. The contractor must have knowledge and experience
implementing Oracle Content DB.

The contractor must have knowledge and experience developing and deploying enterprise Java applications
in a multi-tiered architecture environment. The contractor must have proficiencies in the Struts framework;
use of APIs that include Apache POl and LOG4J; XML development experience and basic understanding of
service oriented architecture; development and use of web technologies that include JavaScript, AJAX, and
JQuery; experience developing, deploying and administering J2EE application in an Oracle Application
Server environment; as well as administration of data sources and OC4J performance tuning.

The contractor must have knowledge and experience implementing Oracle Internet Directory (OID), Oracle
Identity Manager (OIM), and Oracle Access Manager (OAM) software in support of NAVFAC Enterprise
Business Systems. The contractor must have knowledge and experience defining architecture requirements
to support the NAVFAC OID, OIM, and OAM environments, configuring and customizing the applications
to meet the defined requirements. The contractor must have knowledge and experience in implementing key
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features of the products as they apply to the current and future implementations for the NAVFAC Enterprise
Business Systems.

The contractor must have knowledge and experience implementing Oracle Universal Content Manager
(UCM) application hosting software. The contractor must have knowledge and experience defining
architecture requirements to support the NAVFAC Enterprise Business Systems, configuring and
customizing the application to meet the defined requirements. The contractor must have knowledge and
experience in implementing key features of the products as they apply to the current and future
implementations for the NAVFAC Enterprise Business Systems.

The contractor must have knowledge and experience implementing current and future versions of Oracle
Portal and WebCenter Interaction (WCI). The contractor must have knowledge and experience defining
architecture requirements to support the NAVFAC Enterprise Portal environment, configuring and
customizing the application to meet the defined requirements. The contractor must have knowledge and
experience in implementing key features of the products as they apply to the current and future
implementations for the NAVFAC Enterprise Portal.

The contractor must have experience with performance tuning of applications hosted in the Oracle
Technology Stack and exhibit the capability to assess and correct software performance issues.

Key Skills:
OAS and OFM Configuration and Administration

Database Administration

-Knowledge of relational databases

-Schema Design and Development

-Virtual Private Database (VPD)

-Collections, i.e. Bulk Collects

-Database Links
Oracle RDBMS
OEM Grid Control
Oracle Real Application Clusters (RAC)
Oracle Content DB Configuration and Administration
OLTP Database Design and Development
Logical and Physical Data modeling and Design
Data Migration (Extract, Transform, Load — ETL)
Data Warehousing
Security (?)

Oracle Application Development
Oracle PL/SQL

Oracle JDeveloper

Oracle Forms

Oracle Reports

Oracle Portal Development

Oracle Application Express (APEX)
Oracle Discoverer Administration
Oracle Discoverer Desktop

Oracle Discoverer Plus and Viewer

Knowledge of OID, OIM, OAM

Oracle UCM configuration and Administration
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Oracle Portal and WCI Configuration and Administration

Java

Java Server Pages (JSP)

Javascript

Java Business Ojbects (i.e., EJB, JDBC)

0C4)

J2EE

LOG4]

Strut Framework

AJAX Development

JQuery (?)

Apache POI

HTML, CSS, XML

SQL

Knowledge of industry standard LDAP technologies
Knowledge of single sign-on technologies
Knowledge of 1A Controls and Security Technical Implementation Guidelines (STI1Gs) for system access
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ATTACHMENT VI
POWERBUILDER SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

Automated Budget System (ABS)

Business Intelligence

Business Information Management System (BIMS)
ieFACMAN

iNFADS/EPG

LMSIS/MDEP

NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

PowerBuilder

The contractor must have knowledge and capability to use PowerBuilder version 11.1 (Build 8123).

Key Skills:
Knowledge of PowerBuilder
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ATTACHMENT IX
CIRCUITS SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFAC’s CIRCUITS as
detailed below. Support of CIRCUITS shall include at a minimum the below skills, knowledge and
expertise. Other skills, knowledge or expertise not specifically mentioned, but required to fulfill the tasks
as stated shall be identified and provided by the contractor.

CIRCUITS General Requirements

The contractor shall have knowledge and capability to support CIRCUITS 3.0 and future releases. The
contractor shall have a working knowledge and experience in NAVFAC utilities management best practices
especially as implemented in CIRCUITS.

Contractor shall additionally be able to work within DOD application security requirements including the
knowledge required to design, implement and verify system requirements in accordance with DIACAP
accreditation requirements. Contractor shall have knowledge of DOD Public Key Infrastructure (PKI) and
ability to integrate PKI into CIRCUITS as required.

Contractor shall have knowledge of DOD/Navy networks, procedures and allowed protocols.
CIRCUITS Utilities Allocation (UA)

The contractor shall have knowledge and experience in performing system enhancements, bug fixes,
implementations, providing customer support, and creating and maintaining documentation for CIRCUITS
UA. The contractor shall have sufficient understanding of the allocation process as desired and as coded to
be able to verify that utilities allocation was performed as specified for a given configuration and to show
why utilities allocation was not performed as specified for a given configuration.

Key SkKills:

Programming: ASP.NET, C#, Java Script, Oracle PL-SQL, SQL, HTML, XML, XHTML, Web Services,
and Script Services

Platforms: Windows Server, Internet Information Server (11S), Oracle Database

Configuration Management: Team Foundation Server

Documentation: Writing skills

Customer Service: CIRCUITS UA best practice implementations

CIRCUITS Meter Data Management (MDM)

The contractor shall have knowledge and experience implementing and using Itron Enterprise Edition (IEE)
version 7.0 and later, Itron’s MVV90, MVRS, and MVWEB meter data management products. The
contractor shall have a working knowledge of industry best practices for using IEE and implementing meter
Validation, Estimating and Editing (VEE) and formula channel capabilities in IEE. The contractor shall
have knowledge of advanced metering technology as used by the utility industry. The contractor shall have
knowledge of data transfer technology as used by Advanced Metering Infrastructure (AMI) technology.
The contractor shall have knowledge and skills to be able to research meter data issues for customers and
explain results to customers.
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Key SkKills:

COTS Products: IEE,MV90xi, MVRS, and MVWEB

Programming: .NET, C#, Oracle PL-SQL, SQL, HTML, XML, Web Services
Transport Protocols: SSH/SFTP

Platforms: Windows Server, Internet Information Server (11S), Oracle Database
Configuration Management: Team Foundation Server

Documentation: Writing skills

Customer Service: CIRCUITS MDM best practice implementations

CIRCUITS Utilities Payable (UP)

The contractor shall have knowledge and experience implementing and using Itron Enterprise Edition (IEE)
version 5.3. The contractor shall have a working knowledge of industry utility billing practices especially as
applied to utility billing of Navy installations. The contractor shall have sufficient understanding of
commercial vendors’ billing processes to be able to implement and monitor vendors’ bills in UP and to be
able to explain vendors’ bills and the UP process to CIRCUITS users.

Key Skills:

COTS Products: IEE 5.3

Programming: .NET, ASP.NET, C#, T-SQL, HTML, XML, Web Services

Transport Protocols: SSH/SFTP

Platforms: Windows Server, Internet Information Server (11S), Microsoft SQL Server Database
Configuration Management: Team Foundation Server

Documentation: Writing skills

Customer Service: CIRCUITS UP best practice implementations

CIRCUITS Enterprise Reporting (ER)

The contractor shall have knowledge and experience in Navy reporting tools such as DUERS, BIMS,
UCAR, and Federal, DoD, and Navy energy reporting requirements. The contractor shall program new
reports based on government requirements, report enhancements, and bug fixes. The contractor shall have
sufficient understanding of ER to be able to research and explain ER reports to CIRCUITS users.

Key SkKills:

Programming: ASP.NET, C#, Javascript, Oracle PLSQL, SQL, HTML, XML
Platforms: Windows Server, Internet Information Server (11S), Oracle Database
Configuration Management: Team Foundation Server

Documentation: Writing skills

Customer Service: CIRCUITS ER best practice implementations
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ATTACHMENT X
WEB PAGE DESIGN AND DEVELOPMENT SKILLS, KNOWLEDGE AND EXPERTISE

Introduction/Summary

The contractor shall perform the tasks described in Section 3 in support of NAVFACs Enterprise Business
Systems, to include but not limited to, the following Business Systems:

Automated Budget System (ABS)

Business Intelligence

Business Information Management System (BIMS)
ieFACMAN

iNFADS/EPG

LMSIS/MDEP

NAVFAC Portal

Support of the NAVFAC Enterprise Business Systems will include at a minimum the below skills,
knowledge and expertise. Other skills, knowledge or expertise not specifically mentioned, but required to
fulfill the tasks as stated will be identified and provided by the contractor.

Web Page Design and Development

The contractor must have knowledge and experience designing web pages and graphics displayed digitally
and in printed materials. The contractor must be familiar with software approved for use in the NAVFAC
Developer Community of Interest (COl). The contractor must be capable of implementing the software in a
Windows based environment.

The contractor must have experience with performance tuning of the rendering of web pages and exhibit the
capability to assess and correct software performance issues.

Key SKills:

Adobe Creative Suite

Javascript, PHP, ASP, Java, Perl, Action Script, HTML, CSS, XML
Web 2.0 technologies

Web Design

Graphic Arts & Design
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1. General/Organization/Scope/Background/Objective

1.1. Organization to be supported:

Navy Facilities Engineering Command
1322 Patterson Ave SE
Washington Navy Yard, DC 20374-5065

Work is to be accomplished for the Naval Facilities Engineering Command (NAVFAC)
Command Information Officer (C10).

The recurring phrase, “The contractor shall,” means that the firm selected for this procurement
will, in accordance with all applicable Federal, state, and local laws, regulations, guidance, and
policies, furnish the necessary personnel, services, products, materials, equipment, knowledge, and
expertise to successfully complete the tasks required under this Contract.

The Contractor shall be responsible for complying with all applicable Federal Acquisition
Regulations (FAR), and Defense Federal Acquisition Regulations (DFAR).

1.2. Scope:

Naval Facilities Engineering Command (NAVFAC) has a requirement to host an array of
Enterprise Business Systems that will be utilized throughout various Navy Organizations to
include all NAVFAC sites, all Navy Regions, the Marine Corps, and select private business
partners. This array of Enterprise Business Systems supports the broad spectrum of NAVFAC’s
business, employs a broad range of technical solutions, and could vary from a web-based
application to a client server- & web-based application to a data warehouse that supports
NAVFAC corporate reporting. Client server applications are accessed via thin client, i.e. Citrix
protocols. The list of enterprise-wide business systems are listed in the Business System
Overviews (Attachment 01).

As a result, NAVFAC has a need for operational and technical support to include
deployment support, operations and maintenance, configuration management, change
management, project management, planning and analysis, and information assurance
support for all NAVFAC Enterprise Business Systems hosted at NITC. The focus of this
task order is the provisioning of day-to-day operational support, customer liaison, change
and configuration management, information assurance, life cycle management, portfolio
and asset management, quality assurance, validation and verification, business continuity,
facilities management, documentation, and process improvement .

To ensure continuity of operations during natural disasters and/or calamities, the NAVFAC Data
Center hosting facility remotely maintains servers, operating systems and storage devices located
at the Continuity of Operation and Disaster Recovery (COOP/DR) site in Norfolk, Virgina. The
Enterprise Operations Support (EOS) provides the necessary administration, planning,
coordinating and testing of the business contingency plan for continuity of operations. In
collaboration with the NITC NASP and CDA resources, the EOS ensures that regular testing is
conducted and results are reported to management.

IT systems security implementation is a major factor in keeping the "Authority to Operate (ATO)"
not just for the hosting environments but is also required for each individual business systems
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hosted at the NAVFAC Data Center. The Federal Information Security Management Act
(FISMA) shall be continuously reviewed and complied with. Each business systems listed in
Attachment 01 undergo FISMA review or re-accreditation once per year. In collaboration with the
NITC Team, and the Central Design Agency (CDA), the Contractor shall determine the best
approach for meeting 1A and FISMA compliance without impacting business systems availability
and performance.

Continuous process improvement (CPI) and standardization using the ITIL framework is a major
initiative at NITC. Although several operational processes are now in place at NITC, these
processes need to be continually reviewed, audited, tested and maintained to ensure compliance
with the latest technological changes, industry best practices, and DON/DOD mandates. Work
includes identifying areas for improvement, documenting processes, communicating processes
prior to implementation, and continuous improvement using various CPl methodologies.

This is a Performance Work Statement (PWS). The scope of this PWS is to provide:

- Recurring support for day-to-day systems operations which include: system
provisioning, system monitoring and reporting, help desk level 1 troubleshooting and technical
support, service request management and tracking, maintenance coordination, facility monitoring.

- Security compliance and accreditation support for all business systems listed in
Attachment 01 including the two accredited network enclave packages. This includes but not
limited to: continuous review of systems and network accreditation packages, monitoring plan of
action and milestones (POA&M) completion, security scan output reviews, vulnerability reviews
and mitigation actions and reporting, DIACAP packages review and processing, INFOCON report
management, FISMA compliance reports.

- Standardization and Continuous process improvement utilizing ITIL framework which
include: change management, configuration management, quality assurance reviews and audits,
portfolio and asset management, life cycle management, license management, and technical
process documentations.

- Administration of the business continuity plan and continuity of operations initiatives
(BCP/COQP). This includes developing project plans, coordinating, communicating and
implementing testing plans without impacting normal business systems operations.

- Providing remote technical support, operations, and sustainment of all mainframe
systems hosted at DISA Mechanicsburg and Ogden

The Contractor shall provide all services, personnel, personnel supervision, materials, equipment,
and transportation necessary (except as otherwise specified herein) to accomplish the requirements
of this PWS.

1.2.1. Clearances and Licensing:

Contractor personnel working on this task shall be U.S. Citizens.

All tasks required in this Contract are IAT Level 11 “Privileged Access” in accordance with
SECNAYV M-5510.30 (e.g. involving super user or root access, direct access to operating system
level functions, access to change control parameters of routers, multiplexers, and other key
information system/network equipment or software; ability and authority to control and change
program files, and other users’ access to data or equivalent access) . Appropriate background
check levels should be at the National Agency Check with Local Agency Check and Credit Check
(NACLC) or higher level for all resources provided in support of this contract.
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Work performed as part of executing this requirement will be at the SENSITIVE BUT
UNCLASSIFIED. The contractor shall pursue and obtain final appropriate clearances (as defined
by SECNAV M5510.30 at https://doni.daps.dla.mil/SECNAV%20Manuals1/5510.30.pdf - see
sections 6-8 paragraph j.) for all personnel as required by individual task. All contractor personnel
shall have a successfully adjudicated Access National Agency Check with Inquiries (ANACI) or
National Agency Check with Local Agency (NACLA) as required by Information Technology
(IT) level 11 “Limited Privileged Access. This shall also apply to all sub-contractor personnel.

The contractor shall establish and maintain an access list of those employees working on this
Contract. A copy of the access list shall be furnished to the Command Information Assurance
Manager (CIAM). All personnel reassignments and changes shall be documented within 3
business days via a revised access list provided to the NAVFAC CIAM. NAVFAC will provide
the contractor access to all areas as necessary to support this effort.

Specific tasks may require specialized certifications as identified in the performance work
statement.

The Contractor shall ensure that personnel accessing information systems have the proper and
current information assurance certification to perform information assurance functions in
accordance with DoD 8570.01-M, Information Assurance Workforce Improvement Program, and
SECNAV M-5239.2 Department of the Navy Information Assurance (1A) Workforce
Management Manual. The Contractor shall meet the applicable information assurance
certification requirements, including:

(1) DoD-approved information assurance workforce certifications appropriate for each
category and level as listed in the current version of DoD 8570.01-M; and

(2) Appropriate operating system certification for information assurance technical
positions as required by DoD 8570.01-M.

Upon request by the Government, the Contractor shall provide documentation supporting the
information assurance certification status of personnel performing information assurance
functions.

Contractor personnel who do not have proper and current certifications shall be denied access to
DoD information systems for the purpose of performing information assurance functions.

SECNAV M-5239.2 (Appendix G - OS Commercial Certification) lists special certification
requirements applicable for this Contract. The contractor shall adhere to any modifications to the
SECNAV M-5239.2 as they become available.

The contractor shall maintain and keep up-to-date their employee 1A certification, and shall pay
for all training, training travel, study time, exam and certification/re-certification.

1.2.2. Privacy Act:

Work on this project requires that Contractor personnel have access to Privacy Information to
legally support NAVFAC Business Systems. Personnel shall adhere to the Privacy Act, Title 5 of
the U.S. Code (USC), Section 552a and applicable agency rules and regulations.

Contractor will be held liable for all data breaches where he/she is determined to be culpable (e.g.,
contract proprietary information, social security numbers (SSN) and other sensitive personnel
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information, etc). Contractor will be held liable and will be required to take steps such as notifying
affected parties or providing credit monitoring.

Contractor personnel shall sign a Non-Disclosure Form (Attachment 03).

1.2.3. Access Requirements:

Contractor employees shall fill out a Department of Homeland Security Employment Eligibility
Verification, Form 1-9 (Attachment 06).

Contractor personnel shall coordinate with the Government sponsor to complete and submit an
application for a DOD Common Access Card (CAC) through the Contractor Verification System
(CVS), see Attachment 05 for the application procedures. The issuance of a Common Access
Card (CAC) to a contractor requires, at a minimum, a completed National Agency Check (NAC),
or what’s considered a trustworthiness check, as well as an initiated National Agency Check with
Written Inquiries (NACI). Companies who employ government contractor personnel will have to
complete and submit the NACI on behalf of the individual prior to their arrival on-site. Contractor
shall complete and submit a NACI on behalf of their employees prior to arrival on-site. This
policy is in accordance with the DoD Physical Security Program, DOD 5200.8-R and the
Contractor Verification System (CVS) Trusted Agent program.

Once the CAC request has been approved, Contractor personnel will proceed to the designated
CAC issuance location identified by the Government sponsor with the appropriate documentation
to support their identification and/or citizenship. The CAC issuance location will then issue the
CAC.

Contractor employees traveling overseas must be eligible to obtain a passport.

Contractor employees shall successfully complete an online Information Assurance (1A) training
class (approximately 1.5 hours in duration) each year. . This and other government -mandatory
trainings will occur at Government’s expense.

Contractor employees shall fill out a System Authorization Access Request Form (SAAR) to
obtain access to any Government system (remote or otherwise), see Attachment 06

Within 7 working days of termination, the contractor shall adhere to NAVFAC checkout
procedures for the termination and/or collection of all Public Key Infrastructure (PKI), CAC,
NAVFAC Badges, Parking Passes, and Parking Decals. This pertains to NAVFAC support
contractors both on site and off site.

1.3. Physical Security

The Contractor shall be responsible for safeguarding all Government property provided for
Contractor use. At the close of each work period, Government facilities, equipment, and materials
shall be secured in accordance with federal, DoD, DON, and local policy requirements.

The Contractor shall establish and implement methods of making sure all keys/key cards issued to

the Contractor by the Government are not lost or misplaced and are not used by unauthorized
persons.
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1.4. Background:

The Naval Facilities Engineering Command (NAVFAC) is an Echelon Il Systems Command
under the Chief of Naval Operations (CNO), with additional authorities and responsibilities from
the Secretary of the Navy (SECNAV). NAVFAC is a global military command with a
Headquarters element and Component Commands that work together as one organizational team.
NAVFAC also provides technical support for Navy expeditionary engineer readiness and doctrine,
and program management support for multiple NAVFAC/CEC/SEABEE programs, including the
Ocean Facilities Program and the Sealift Support Program.

The Naval Facilities Engineering Command (NAVFAC), Command Information Officer (CIO)
has a requirement to provide optimized IT services to a global footprint of internal and external
customers, associates, and employees. The NAVFAC Information Technology Center (NITC)
serves as NAVFAC’s primary Information Technology Service Provider, offering a wide variety
of technical solutions and support to the NAVFAC organization. The NITC organization is
divided into the following areas of responsibility:

e Central Design Agency (CDA) — provides software solutions development and system
engineering.

o NAVFAC Application Services Provider (NASP) — provides the overarching
technological support for the hosting infrastructure in support of all Enterprise Business
Systems hosted at NITC.

e Enterprise Operations and Information Assurance (EOIA) — provides Enterprise
Operational support, Information Assurance support, and Independent Verification and
Validation (IV&V) support.

Contractor support services will primarily be at NAVFAC's Information Technology Center
(NITC), Port Hueneme, California. Some may be provided at various NAVFAC activities, as
appropriate. This acquisition is one (1) of four (4) major acquisitions that will encompass all
contractor-provided IT services for NAVFAC. The other three Omnibus Contracts in place for
NAVFAC are Enterprise Business Support Commercial Off-the-Shelf Support (EBS-COTS),
Enterprise Business Support Non-Commercial Off-the-Shelf (EBS-NonCOTS) Support and
Enterprise Hosting Support (EHS).

1.5. Objective:

The objective of this acquisition includes implementing and employing enterprise
operational support processes for the NAVFAC business systems, including information
assurance, process documentation, configuration management, quality assurance,
independent verification and validation, collaborative review, customer support, and
problem resolution.

2. Definitions as applied to this contract

2.1. Common Operating Environment (COE)

The Common Operating Environment (COE) identifies the layers of the NAVFAC Enterprise hosting
infrastructure, network boundaries/Zones, and the hardware/software/storage platform. Attachment
(02) is a representation of the NAVFAC/NITC Data Center COE.
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2.2. Defective Service

A service output that does not meet the standard of performance associated with it in the Performance
Work Statement

2.3. Continuous Process Improvement (CPI)

The NITC hosting center maintains processes and procedures for standardization. These processes
and procedures are based on CMMI and ITIL framework and industry's best practices. Government-
initiated audits are conducted to ensure these processes and procedures are followed and maintained.
All employees of the hosting facility (both government and contractors) shall comply with established
processes and continually update SOPs within their area of responsibility.

24, Government-Approved Outages

The NITC maintains a calendar of approved maintenance schedules that require system outages.
These are usually done during non-core hours and weekends in response to warning messages and
system alerts that can eventually lead to major system crashes . Government-approved outages
include: (1) scheduled weekend maintenance, (2) scheduled system maintenance during the week due
to system issues/failures, and (3) critical IA/IAVA/INFOCON/SRR implementations which could
happen during the week.

2.5. Contracting Officer’s Representative (COR)

A COR is a Government employee that serves as a liaison to the Contractor and provides surveillance
functions.

2.6. Quality Control (QC)

Actions taken by the Contractor to control the quality (performance) of services, ensuring requirements
of the PWS are met.

2.7. Quality Assurance (QA)
Actions taken by the government to ensure Contractor services meet the requirements of the PWS.

2.8. Knowledge and Skill Levels

Entry-Level: Applies fundamental concepts, processes, practices, and procedures on
technical assignments. Performs work that requires practical experience
and training. Work is performed under supervision.

Journeyman: Possesses and applies expertise on multiple complex work assignments.
Assignments may be broad in nature, requiring originality and innovation in determining how to
accomplish tasks. Operates with appreciable latitude in developing methodology and presenting
solutions to problems. Contributes to deliverables and performance metrics where applicable.

Senior: Possesses and applies a comprehensive knowledge across key tasks and high impact
assignments. Plans and leads major technology assignments. Evaluates performance results and
recommends major changes affecting short-term project growth and success. Functions as a
technical expert across multiple project assignments. May supervise others.

Master: Provides technical/management leadership on major tasks or technology assignments.

Establishes goals and plans that meet project objectives. Has domain and expert technical knowledge.
Directs and controls activities for a client, having overall responsibility for financial
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management, methods, and staffing to ensure that technical requirements are met. Interactions involve
client negotiations and interfacing with senior management. Decision making and domain knowledge
may have a critical impact on overall project implementation. May supervise others.

2.9. Government and Acquisition Acronyms
Acronym Description
ACNO-IT Assistant Chief of Naval Operations for Information Technology
ACTR Assistant Contract Technical Representative (NMCI terminology)
ANACI Access National Agency Check with Inquires
AQL Acceptable Quality Level
ASDP Abbreviated Systems Decision Paper
B2B Business to Business
BCA Business Case Analysis
BOY Beginning of (Fiscal) Year
CAC Common Access Card
CCB Configuration Control Board
CCR Central Contractor Registration
CEC Civil Engineering Corps
CLIN Contract Line Item Number
CNO Chief of Navy Operations
COB Close Of Business
CONUS Continental United States
COR Contracting Officer’s Representative
CoS Continuity of Service
CPI Continuous Process Improvement
CTR Contract Technical Representative (NMCI terminology)
CVS Contractor Verification System
CYE Calendar Year End
DFAR Defense Federal Acquisition Regulation
DISA Defense Information Systems Agency
DoD Department of Defense
DODD Department of Defense Directive
DODI Department of Defense Instruction
DON Department Of Navy
DSS Decision Support System
DWAS Defense Working capital fund Accounting System
E2E End to End
EQY End Of (Fiscal) Year
EP Execution Plan
FAM Functional Area Manager
FAR Federal Acquisition Regulation
FAQ Frequently Asked Questions
FEC Facilities Engineering Command
FMO Financial Management Office
FTE Full-Time Equivalent
FY Fiscal Year
GF General Fund
GOTS Government-off-the-shelf
HVAC Heating, Ventilation and Air Conditioning
IPT Integrated Product Team
JPAS Joint Personal Adjudication System
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NACLA National Agency Check with Local Agency
NAVFAC Naval Facilities Engineering Command
NBVC Navy Base Venture County
NGEN Next Generation NMCI Network (see NMCI)
NAVNETWARCOM | Naval Network Warfare Command
NFELC Naval Facilities Expeditionary Logistics Center
NITC NAVFAC Information Technology Center
NMCI Navy Marine-Corps Intranet
NTR Navy Technical Representative
NWCF Navy Working Capital Fund
OCONUS Outside Continental United States
ONE-NET OCONUS Navy Enterprise Network
00 Ordering Officer
OST Operational Support Team
PBSOW Performance Based Statement of Work
PEO-EIS Program Executive Office for Enterprise Information Systems
POC Point Of Contact
PW Public Works
PWS Performance Work Statement
QA/CM Quality Assurance/Configuration Management
QASP Quality Assurance Surveillance Plan
QC Quality Control
Ql Quality Improvement (as applicable to QI Sessions)
RFA Request for Action
ROI Return on Investment
SECNAV Secretary of the Navy
SDP System Decision Paper
SLIN Sub Line Item Number
SSBI Single-Scope Background Investigation
TOM Task Order Manager
TRM Total Resource Management
TSO Time Sharing Option
usC US Code (US Public Law)
2.10.  Information Technology and Information Assurance Acronyms
Acronym Description
AHF Application Hosting Facility
ATL Automated Tape Library
BCP Business Continuity Plan
BMS Business Management System
BPM Business Process Monitor (performance monitoring software)
C&A Certification and Accreditation
CA Certification Agent
CCM Configuration & Change Management
CCMP Configuration & Change Management Plan(s)
CDA Central Design Agency
CIAM Command Information Assurance Manager
CIO Command Information Officer
CM Configuration Management
CMMI Capability Maturity Model Integration
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CMP Configuration Management Board

COE Common Operating Environment

COOP Continuity of Operations Plan

COTS Commercial-off-the-shelf

DAA Designated Approval Authority

DADMS DON Applications and Database Management System
DBMS Database Management System

DECC Defense Enterprise Computing Center

DIACAP DoD Information Assurance Certification and Accreditation Process
DRP Disaster Recovery Plan

FISMA Federal Information Security Management Act

1A Information Assurance

1AM Information Assurance Manager

IAVA Information Assurance Vulnerability Alert

IAVB Information Assurance Vulnerability Bulletin
IAVM Information Assurance Vulnerability Management
IAWF Information Assurance Work Force

INFOCON Information Operations Condition

IT Information Technology

ITIL Information Technology Infrastructure Library
V&V Independent Verification and Validation

NAS Network Attached Storage

NASP NAVFAC Application Service Provider

ODAA Operational Designated Approval Authority

0S Operating System

PKE Public Key Enabling

PKI Public Key Infrastructure

POA&M Plan of Actions and Milestones

QTP Quick Test Professional

SAAR System Authorization Access Request

SAN Storage Area Network

SCADA Supervisory Control and Data Acquisition

SRR System Readiness Review

SSL Secure Sockets Layer

STIG Security Technical Implementation Guide(s)

T&E Test & Evaluation (applicable to C&A requirements)
TPS Test Plan/Script

TR Technology Refresh

TS Technology Stack

UPS Uninterrupted Power Supply

2.11. References

Select publications applicable to this PWS are listed in Appendix A. Electronic copies of all
applicable documents and publications will be provided by the Work Requestor upon request.
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3. Enterprise Operations Services (EOS) Contract Description And Deliverables

Overview: This task order consists of implementing, managing, or executing various support
processes for the NAVFAC Enterprise Business Systems (EBSs). Services required are as follows:

Implement and operate help desks, local operation, and IT services

Provide information assurance support services

Develop and validate continuity of operations plans

Implement and provide oversight of configuration and change management support processes
Implement and manage a program for independent verification and validation of quality

assurance
e Provide support services for the Navy’s Cyber Asset Reduction and Security (CARS)
initiatives

3.1.

NITC Service Desk Support

Overview: The Contractor shall implement and maintain a 24 x 7x 365 on-site operations desk at
NITC Port Hueneme, CA. The Contractor shall work with NAVFAC to understand and support
business and organization requirements and translate those into processes and procedures that assist
the contactor in managing the Service Desk and Customer Support function for the enterprise. The
Contractor shall proactively review, maintain, disseminate, and improve NITC Service Desk

procedures.

3.1.1

Incident Management Support

Work Description: The Contractor shall perform the following tasks:

[0}
o

Operate the Customer Support Desk.

Accept and log calls from users. Receive, analyze, resolve, escalate, and coordinate the
resolution of issues. Follow-up with customers, when needed.

Document user and facility issues in the tracking system.

Provide accurate metrics relating to quantity, category, status, and resolution of issues.
Customer service complaints to total tickets handled cannot exceed 3%, based on
feedback. Issues defined as incidents will be reviewed for timely responses and
adherence to documented ticket management practices. Outstanding incidents that have
not been resolved within a reasonable amount of time will be prime candidates for review
(to include aging 30, 60, and 90 day tickets). Government review of outstanding incidents
and a random sample of service desk trouble tickets must show at least 95% contain
complete detailed information: customer contact information, end-user symptoms, end-
user account information, troubleshooting method, justification for escalation to an SME
(if applicable), and follow-up contact to confirm resolution of issue (if applicable).

Objectives:
A. Provide courteous, efficient and timely responses to all customers..
B. Receive, analyze, resolve, escalate and coordinate the resolution of user issues.

Deliverables:

0001

- User Issues Metrics
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3.1.2  Process Monitoring Support

Work Description: The Contractor shall perform the following tasks:

o Monitor NAVFAC business systems, servers, and service availability and performance.

o Monitor NITC hosted applications, DISA mainframe applications, and NITC facility and
designated equipment and detection systems.

o Acknowledge, log, and resolve issues, in a timely manner, as defined by the procedures
set forth for each monitoring system. Procedures will be reviewed for accuracy on a
regular and reoccurring basis.

o Review, update, and maintain Operations Watch procedures, in conjunction with
government representatives, on a quarterly basis. As proof of acceptable quality, both
Operations Watch and the government representative will formally acknowledge or sign
for the successful completion of a procedure review or update.

Objectives:
A. Monitor NITC hosted applications, DISA mainframe applications and the NITC facility.
B. Review and maintain NITC Operations Watch procedures

Deliverables:
0002 - Up-to-date NITC Operations Watch Procedure

3.1.3  Event/Incident Notification Support
Work Description: The Contractor shall perform the following tasks:

o Inconjunction with a designated Government representative, Operations Watch will
review, update, and maintain procedures, on a quarterly basis,

o Information will accurately reflect the status of issues and be provided in accordance with
agreed upon formats and timeframe.

Obijectives:

A. Document operational status, application and facility issues and share information as required
to NAVFAC users and management

B. Provide reports and metrics to NAVFAC management regarding operational status and
support issues.

C. Communicate and coordinate with NAVFAC CIO Help Desks across NAVFAC organizations
worldwide and provide standard operating procedures and policies for use by the NAVFAC
Help Desk community

Deliverables:
0003 -  Operations status report

3.1.4  Inventory and Asset Control Support
Work Description: The Contractor shall perform the following tasks:

o Provide support for tracking NITC property and assets. Receive, remove, and inventory
all property and assets. Software distribution and tracking support will be provided
during non-core business hours. Destruction and removal of equipment shall be done
following standard federal, local, and DoD procedures.

o Provide video conferencing support arrangements via the Support Tracking System (STS)
process and direct audio conferencing support.
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o Secure and log all assets into Defense Property Accountability System (DPAS). All staff
assigned to this area must have appropriate training, certification, and access to DPAS.
All data center hardware will be accounted for in DPAS. Accurate accounting and
reporting of all inventories in a data center will be accomplished on a regular basis
(yearly minimum) or as requested.

Objectives:

Provide video conferencing support arrangements via ticketing system process and direct
audio conferencing support.

All data center hardware and assets are secured and accounted for in the DPAS.
Destruction and removal of equipment shall be done in accordance with federal, state, local
and DoD guidance.

Maintain and update processes and procedures for managing inventory.

Staff must have access to DPAS system

>

mo Ow

Deliverables:
0004 -  Up-to-date asset inventory in DPAS

3.1.5 Facility Management and Physical Security Support
Work Description: The Contractor shall perform the following tasks:

o Monitor, initiate action to resolve, and report issues related to NITC facility
environmental control alarms/alerts (security, surveillance, fire, power, HVAC, halon and
water detection).

o Provide support developing and granting appropriate access to facility and assets and
maintain building entry system, security alarms, and surveillance equipment and
monitoring. The Contractor will defend against unauthorized access to facility, assets,
systems, networks, and data.

o Logand communicate all access issues with the NAVFAC Facility Manager.

Objectives:

A. Provide support in maintaining building entry system, security alarms, surveillance equipment
and monitoring.

B. Provide support in developing and granting appropriate access to facility and assets including
hardware and software.

3.1.6  Office and Reception Duties
Work Description: The Contractor shall perform the following tasks:

o Provide general office and reception duties: answer and route phone calls, draft, send, and
respond to emails, provide visitor services (issue badges, give directions, etc.).
o Use Microsoft Office suite to accomplish duties, as required.

Objectives:
A. Greet visitors and provide directions and guidance to various locations in the facility and

provide information about the facility and personnel to authorized guests.
B. Ensure visitors are easily identifiable.

Deliverables:
0005 - Completed Visitors Log
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Local Operations Support and Help Desk

Overview: The Contractor shall provide technical and administrative systems support services for
standard, common, migrations or systems. IA certification requirements are based on the
SECNAYV M-5329.2. Information Assurance Technical (IAT) Level I certification is required for
certain types of support. The certification level will be detailed on specific work requests.

Work Description: The Contractor shall perform the following tasks:

(o}

Provide technical and administrative systems operation support services for standard,
common, migrations or systems.

Develop, maintain and revise existing operations schedules for daily and other regularly
scheduled data transfers and updates.

Monitor job schedules and their execution status.

Provide technical and operations support for the unclassified messaging system.

Provide assistance with the scheduling and set-up of Video Teleconferences (VTC) and
Training rooms. Some requests may require coordination with the enterprise. Provide
conference lines for attendees connecting via telephone.

Manage, track and operate a loan pool of equipment for use by traveling employees or
other offsite use.

Provide a COSC Science and Technology (S&T) configuration manager. The S&T CfM
is responsible for providing configuration support to the end-user for these workstations.
Coordinate software installation with end users, or install software for end users as
required.

Agsist end users with administrative requirements of associated S&T community of
interest (COIl), including assistance with forms, software configuration, licensing and
inventory control.

Provide general end-user and legacy application help desk support, including
requests received via phone, email, walk-up, or submission by an automated
trouble tracking tool. The help desk shall capture and document problems and
solutions using NAVFAC software.

Track the resolution of user problems, keeping the user informed of progress.
Follow-up with the user after problem.

Provide technical and operations support for sanction desktop applications such
as the Microsoft Office.

Assist with the installation of government owned peripherals devices on COSC
workstations.

Provide end-user liaison support for accessing network (NMCI) services.
Manage distribution lists that are maintained on NMCI.

Assist users in tasks that allow for a more efficient operation of their desktop
system.

Provide end-user support, including configuration assistance, for various
software applications used by the activity.

Manage kiosk machines. Coordinate software installation with end users, or
install software for end users as required. Assist end users with administrative
requirements of any required forms, software configuration, software licenses
and inventory control.

Maintain the Field Help Desk Documentation. This documentation shall include
technical manuals, trouble tracking tool, help desk knowledge base and standard
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Field Operations/Help Desk procedures. The Contractor shall submit changes for
review and acceptance by the government.

Objectives:

Provide operations support.

Provide S&T seat configuration management.

Insure calls are answered promptly by operations/help desk personnel.
Time to resolve user problems or answer question is as short as possible.
Operations/help desk personnel are courteous and efficient.

Maintain operations/help desk documentation.

mmoow>

Deliverables:
0006 -  Up-to-date Operations & HelpDesk procedures

3.2.1  Navy Marine Corps Intranet (NMCI) Continuity of Service Contract (COSC)
Support

Overview: Navy Marine Corps Intranet (NMCI) Continuity of Service Contract (COSC) Program,
via contract to Hewlett Packard (HP), provides IT network and desktop PC seat services to the
Department of the Navy. The Department of the Navy provides the strategic direction for the
program. HP provides services delivery. Both the Navy and HP provide operational direction, via
electronic orders, help desk requests, and other change requests.

NAVFAC requires Contractor support services for a COSC Customer Technical Representative
(CTR), located at headquarters, or a COSC Activity Customer Technical Representative (ACTR)
located at field activities. This support includes coordinating the acquisition and implementation
of local seat management activities. Some work performed under this task will require 1A
certification.

Work Description: The Contractor shall perform the following tasks:

0  Support and monitor COSC Move-Adds-Changes (MAC) at either an enterprise (CTR) or
a local activity (ACTR). These MACs include applications configuration changes,
hardware changes, account changes, ramifications of personnel moves and transfers, and
other operational change ordering and tracking.

0 Review and submit MAC requests.

o0 Provide MAC projections for current and out year requirements.

0 Use the NMCI COSC ordering and asset management tools to acquire COSC services
and manage the inventory of COSC provided assets.

0 Setup and maintain new service request management groups.

o0 Coordinate the scheduling of COSC system delivery and refresh efforts.

o0 ldentify and resolve issues related to transition and sustainment activities with the COSC
contractor, the Navy Program Management Office, and NAVFAC activity components.

0 Provide administration of user accounts for NMCI.

Objectives
A. Support and monitor MACs at an enterprise level..

B. Provide MAC projections for current and out year requirements.
C. Setup and maintain new service request management groups.
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Deliverables:
0007 - MAC List (current and projected)

3.2.2  Cyber Asset Reduction and Security (CARS) Support

Overview: The Navy is undertaking major efforts to reduce its IT footprint and costs. One of
these efforts is the Cyber Asset Reduction and Security (CARS) project. CARS will improve
Navy enterprise-wide IT security, interoperability, return on investment (ROI), and provide ashore
information technology (1T) (secret and below) asset visibility (cost, configuration and
accountability) in preparation for post-NMCI COSC environment in fiscal year 2014. Contractor
resources shall be required to support the various stages of this initiative

Work Description: The Contractor shall perform the following tasks:

o0 Apply the policies outlined in the NMCI Continuity of Service Contract (COSC) Legacy
Systems Transition Guide, Legacy Network Shutdown (LNS) Solutions Matrix, updated
guidance from the CARS Task Force (TF), NMCI COSC LNS IPT,
NAVNETWARCOM, and other sources to determine feasible solution alternatives,
estimate resource requirements, and recommend solutions for legacy network
components. These solutions may include use of various COSC contract CLINSs.

o  Work with NAVFAC, Navy, and HP personnel to implement the solutions, including
development of COSC unpriced CLIN documents. Implementation may involve
adapting to and resolving various configuration management issues.

o0 Work with NAVFAC IT staff, including application managers, to organize production
and submission of C&A documents and testing as required to meet current
NAVNETWARCOM and Program Executive Officer, Enterprise Information Systems
(PEO-EIS) requirements for systems transition to NMCI COSC and ONE-NET.

0 Support NAVFAC activities’ legacy network decommissioning. The Contractor shall
determine that a legacy network component can be shutdown without negative mission
impact and confirm the shutdown so that government resources are no longer connected
to a legacy network.

0 Document templates and processes developed in the course of the CARS support effort
so that NAVFAC can repeat the processes as necessary during (and if necessary, after)
the completion of the legacy network reduction, ITFMR, and |AM tool deployment work.

Obijectives:
A. Migration solutions identified.
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3.3 Information Assurance (1A)

3.3.1 Information Assurance Certification and Accreditation (C&A) Support

Overview: The tasks completed under this order shall provide analytical, technical and
documentation support to NAVFAC for supporting C&A efforts, ensuring the command
implements Information Assurance standards, policies, and objectives as defined in
SECNAVINST 8500.1, 8500.2 and other DoD and DON related policies. All documents are to be
in formats as directed by IA policy and guidance.

In accordance with Information Assurance Work Force (IAWF) requirements as detailed in DoD
8570.01M and SECNAYV M-5239.2, Contractor resources supporting this task order are required
to hold and maintain 1A certification for Information Assurance Manager (IAM) Level I. The
Contractor shall pay for all training, study time, exam, and certification. Contractors/vendors shall
encourage employees to pursue IT certifications relative to the work performed.

Work Description: The Contractor shall perform the following tasks:

0 Provide Information Assurance Certification and Accreditation (C&A) support in
accordance with all applicable DoD and DON guidance. The contractor shall perform
security risk assessments that are focused on the measurement of compliance to ensure
the availability, integrity, identification, authentication, confidentiality, and non-
repudiation of friendly information and Information Systems while denying adversaries
access to the same information and Information Systems.

o Coordinate with Government IA functional managers to support Information Assurance
requirements as directed by CNO, NAVNETWARCOM, and NAVFAC. This includes
support to the Navy’s IA DITSCAP/DIACAP certification and accreditation (C&A)
requirements as defined in policies and guidance. The contractor will interface with
NAVFAC application owners and 1A management to facilitate the updating of
application C&A packages and perform required DIACAP Test and Evaluation (T&E)
efforts in accordance with application guidance and policy.

o0 Participate in the completion of C&A documents for hosted applications and hosting
environments. The Contractor shall review, maintain, and disseminate information
relating to NITC/NAVFAC C&A procedures and business processes. The Contractor
shall participate in improving C&A business processes used by the 1A team. Tasks will
include performing Risk Analysis related to IA/C&A compliance, providing
recommendations on mitigations in support of C&A requirements, and preparing Plans of
Action and Milestones (POA&MS) in support of risk mitigation efforts.

o Coordinate with Government IA functional managers to support Information Assurance
requirements as directed by CNO, NAVNETWARCOM, and NAVFAC. This includes
support to the Navy’s IA DITSCAP/DIACAP certification and accreditation (C&A)
requirements as defined in policies and guidance.

o Interface with NAVFAC application owners and A management to facilitate the
updating of application C&A packages.

o Perform compliance testing for DIACAP IA Controls as applicable to Information
System MAC and Confidentiality Level (CL) requirements; namely, conducting Test and
Evaluation (T&E) events, working with Information System owners and their
representatives, documenting the results, providing recommendations as the Subject
Matter Expert (SME), and compiling all required information and artifacts into a
comprehensive DIACAP package .

o0 Provide Information Assurance (IA) risk analysis and risk mitigation support to include
categorization of initial risk and residual risk as well as impact if risk is exploited. Risk
mitigation support shall include development of courses of action recommendations,
associated timelines, and implementation support for the NAVFAC Application Service
Provider (NASP) and Central Design Agency (CDA) divisions as required.
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0 The contractor shall work closely with Configuration and Change Management (CCM),
Business Continuity, and IA teams to coordinate and document changes that affect C&A
documentation packages.

Obijectives
A. Implement and coordinate IA C&A business processes.

B. Prepare and coordinate the efforts associated with completing C&A documents in support of
applications and hosting environments.
C. Ensure C&A documents are updated as changes are implemented.

Deliverables:
0008 -  Fully maintained C&A documents
0009 -  Up-to-date IA C&A business processes

3.3.2 Information Assurance Compliance and Audit Support

Overview: The tasks completed under this order shall provide analytical, technical and
documentation support to NAVFAC for supporting C&A efforts, ensuring the command
implements Information Assurance standards, policies, and objectives as defined in
SECNAVINST 8500.1, 8500.2 and other DoD and DON related policies. All documents are to be
in formats as directed by IA policy and guidance.

In accordance with Information Assurance Work Force (IAWF) requirements as detailed in DoD
8570.01M and SECNAYV M-5239.2, Contractor resources supporting this task order are required
to hold and maintain 1A certification for Information Assurance Manager (IAM) Level I.
Contractors/vendors shall encourage employees to pursue IT certifications relative to the work
performed.

Work Description: The Contractor shall perform the following tasks:

o Participate in the completion of IA Compliance documents for hosted applications and
hosting environments; particularly, Plan of Action and Milestones (POA&M) documents.

0 Assist the site in eliminating/reducing/mitigating system and network vulnerabilities to an
acceptable severity category level as defined by DoD 8510.01 and NIST 800-30. This
effort will prepare NAVFAC business systems for the DIACAP Test and Evaluation
(T&E) necessary to receive and maintain Authority to Operate (ATO).

o ldentify and provide remediation guidance for technical and non-technical weaknesses
found on NAVFAC Information Systems.

o Perform risk analysis and provide recommendations on Information System vulnerability
mitigations in support of C&A requirements. Documents are to be in formats as directed
by 1A policy and guidance. Prepare and provide Plans of Action and Milestones
(POA&MS) in support of risk mitigation efforts.

0 Use IA automated assessment tools such as eEYE RETINA, Defense Information
Systems Agency (DISA) Gold Disk, Security Readiness Review (SRR) evaluation
scripts, and DISA Security Checklists to verify comprehensive and complete
implementation of security requirements. Additionally, the Contractor will evaluate the
security posture of NAVFAC Information Systems by performing risk assessments
through testing of applicable 1A Controls for assigned Mission Assurance Category
(MAC) and Confidentiality Level (CL).

0 Repeat the above-mentioned security risk assessments and procedures periodically to
ensure all technical and non-technical vulnerabilities are identified and addressed in a
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timely manner. The objective is to eliminate or reduce/mitigate vulnerabilities, maintain
IA compliance, and to ensure the continued Confidentiality, Integrity, and Assurance of
all NAVFAC Information Systems.

0 Review and assess NAVFAC enclave security policies, such as comparing Group Policy
Objects (GPOs) settings against Defense Information Systems Agency (DISA) Gold Disk
and Security Technical Implementation Guide (STIG) setting standards.

o Audit A implementation compliance through periodic testing and verification of
scanning, patching, and other security updates and configuration settings for all
NAVFAC Information Systems.

Objectives
A. Implement and coordinate A compliance business processes.

B. Prepare and coordinate the efforts associated with A compliance determinations for all
business systems.

Ensure IA compliance is maintained and documented.

Manage server scan results and vulnerabilities.

Perform periodic A compliance auditing, ensuring results are documented and reported
within two (2) business days.

moo

Deliverables

0010 - Up-to-date IA compliance business processes
0011 - 1A Compliance Audit Reports

0012 - 1A Scan Results and Vulnerabilities Reports

3.3.3  Information Assurance Continuity and Recovery Planning Support

Overview: Information Assurance continuity and recovery planning support represents a broad
scope of activities designed to sustain and recover critical IT services following an emergency.
This task order will support the Business Continuity Plan (BCP), Continuity of Operations Plan
(COOP), Contingency Plan (CP), and Disaster Recovery Plan (DRP).

The Business Continuity Plan provides procedures for sustaining essential business operations
while recovering from a significant disruption and the Continuity of Operations Plan provides
procedures and capabilities to sustain an organization’s essential, strategic functions at an alternate
site. The Contingency Plan provides procedures and capabilities for recovering a major application
or general support system, and the Disaster Recovery Plan provides detailed procedures to
facilitate recovery of capabilities at an alternate site.

Work Description: The Contractor shall perform the following tasks:

0 Support contingency, continuity, and disaster recovery planning requirements, ensuring
that recovery efforts for the command meet 1A standards, policies, and objectives as
defined in SECNAVINST 8500.1, SECNAVINST 8500.2 and other DoD and DON
related policies.

o Maintain an acceptable level of recovery capability compliance under the direction of the
Information Assurance Manager (IAM) or government management.

0 Research current applicable BCP, COOP, CP, and DR processes and policies and
improve or develop new processes in the area of BCP/COOP compliance, tracking, and
maintenance.

0 Provide the necessary technical resources to support application and environmental
recovery validation and testing requirements.
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0 Evaluate and report BCP/COOP compliance findings to client representatives and
management.

0 Assist in the adjudication of negative findings and develop mitigation plans for
compliance or Operational Designated Accrediting Authority (ODAA) acceptance of
non-compliance.

Obijectives
A. Develop and maintain Business Recovery processes documentation.

B. Manage project efforts for full implementation of an Alternate Site facility in collaboration
with the NASP technical project manager.

Develop and maintain processes related to Recovery execution.

Perform annual Contingency and Incident Reponses (CIR) tests and report results.

Provide business recovery solution recommendations.

moo

Deliverables

0013 - Business Recovery Process Document

0014 - Business Recovery Testing Plan

0015 -  Annual Contingency and Incident Reponses (CIR) Test Reports

3.3.4  Information Assurance Certification and Accreditation Technical Writing Support
Overview: The NAVFAC IA program requires the creation of technical documentation. The type
of documentation will be determined based on the individual system and customer need. The
government will provide Subject Matter Expert (SME) support, as deemed necessary.

The tasks completed under this order will provide Information Assurance policy support to
NAVFAC with respect to federal, DoD, and DON IA related data calls and IA related taskers. All
documentation will be designed using standard NAVFAC tools and capable of being printed or
deployed via the NAVFAC portal or the Navy network.

Work Description: The Contractor shall perform the following tasks:

o0 Create target audience specific technical documentation, in a variety of subject areas, to
explain complex technical requirement s or capture existing processes.

0 Prepare and maintain IA policy documents. The Contractor will provide 1A-centric
technical writing support to the Information Assurance (IA) Branch and be responsible
for authoring, updating, and maintaining all Information Assurance and Certification and
Accreditation (C&A) technical documents. The Contractor shall provide expertise in the
application of Navy correspondence and documentation standards, practices, methods,
and procedures in producing and maintaining 1A documentation, records, and
publications.

0 Prepare documentation required to develop comprehensive DIACAP packages and

associated artifacts. As required, test objectives, procedures, and methods shall be

defendable both orally and in writing.

Draft I A policy reviews and data call responses.

Assist in the collection of test results and data generated during the DIACAP Test and

Evaluation (T&E) process.

Create and maintain detailed 1A compliance status and technical reports.

Develop and maintain reports to track metrics for day-to-day 1A operations.

Create and maintain I A project plans and timelines.

Maintain certification and accreditation documentation for all NAVFAC Information

Systems.

o O

O O0O0O0

Page 22 of 57





NAVFAC Enterprise Operations Support (EOS)

o Participate in IA policy related review boards, integrated process teams (IPTs), and
related groups on behalf of NAVFAC IA government officials, when requested. The
Contractor shall participate in and document C&A events such as planning sessions,
DIACAP package review teams, test and evaluation working groups, and other 1A or
C&A meetings, as required.

Objective
A. Provide technical writing support for NAVFAC IA and C&A documentation.

B. Develop weekly IA status reports to track 1A and C&A metrics.

Deliverables
0016 - Completed IA and C&A Packages
0017 -  Weekly IA & C&A Tracking Reports

3.3.5  Information Assurance Security Technical Implementation Guide (STIG)

Overview: The Security Technical Implementation Guide (STIG) provides background and
context for access control issues including the process of identification, authentication, and
authorization for access to protected assets. The STIG presents a practical methodology for
selecting and integrating logical and physical authentication techniques while tying the solution to
the asset’s value, environment, threat conditions and operational constraints.

In accordance with Information Assurance Work Force (IAWF) requirements as detailed in DoD
8570.01M and SECNAYV M-5239.2, Contractor resources supporting this task order are required

to hold and maintain 1A certification for Information Assurance Level I11l.  Contractors/vendors
shall encourage employees to pursue IT certifications relative to the work performed.

Work Description: The Contractor shall perform the following tasks:

o0 Coordinate with Government 1A functional managers to support Information Assurance
requirements as directed by CNO, NAVNETWARCOM, and NAVFAC. This includes
support for DoD STIG requirements.

o0 Participate in the initial development and completion of STIG documents for hosted
applications and hosting environments. The Contractor shall review, maintain and
disseminate information relating to NITC/NAVFAC STIG procedures and business
processes.

o Participate in improving STIG business processes used by the 1A team.

o Interface with NAVFAC application owners, developers, hosting staff, and 1A
management to facilitate the updating of STIG documentation.

o Perform risk analysis and provide recommendations on mitigations in support of STIG
requirements. Documents are to be in formats as directed by IA policy and guidance.
The contractor shall prepare and provide Plans of Action and Milestones (POA&MS) in
support of risk mitigation efforts.

o0 Work closely with Configuration and Change Management (CCM), Business Continuity,
Central Design Agency (CDA) and hosting and IA teams to coordinate and document
changes that affect STIG documentation packages.

0 Manage scans for server environments using established government approved and
provided scanning solutions (scanning servers, running reports, analyzing results, and
working with technical staff to resolve negative findings).
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Objective:

A

Implement and coordinate STIG compliance business processes.

B. Prepare and coordinate the efforts associated with STIG compliance determinations in support
of applications and hosting environments.

C. Ensure STIG compliance is maintained and documented.

D. Manage server scans.

Deliverables

0018 - STIG Compliance Documentation

0019 -  Security Scan Results and Actions stored in central repository
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Continuous Process Improvement and Quality Assurance

Data and Document Management

Overview: The Independent Verification and Validation (IV&V) team, within NITC’s Enterprise
Operations Division, provides document management, change management, configuration
management, quality assurance services.

Work Description: The Contractor shall perform the following tasks:

o Develop and manage policies and procedures for Total Record and Information
Management (TRIM) and NAVFAC Enterprise Library.
0 Develop, implement, and sustain data and document management SOPs.
0 Plan and execute complex assignments and develop new methaods, approaches and
procedures.
0 Convert existing business process documents into the NAVFAC Business Management
System (BMS) format and publish to the BMS.
0 Determine the merits of proposed data and document management systems.
o Evaluate and recommend new or enhanced data and document management services.
o Design, customize, maintain, and support websites and web pages. For IV&V
requirements.
o0 Develop, revise, and maintain desktop guides for configuration management, change
management, portfolio management and quality assurance.
Objective:
A. Develop, implement and maintain process flows..
B. Develop, implement and maintain procedures.
C. Develop, implement and maintain policy.
D. Develop, implement and maintain desktop guide
E. Develop and present metric reports.
Deliverables
0020 - Document Management Process Flow
0021 - Document Management Procedure
0022 - Document Management Policy
0023 - Document Management Desktop Guide
0024 - Document Management Metric Reports
3.4.2 Change Management

Overview: Change management involves managing and providing oversight for all approved,
documented, tracked, reported, and verified change action.

Work Description: The Contractor shall perform the following tasks:

(0]

Provide oversight to verify changes are approved, documented, tracked, and reported.
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o Coordinate and manage change management and operations control board meetings.
o Coordinate and manage daily (weekday and weekend) change management activities.
0 Manage the development, implementation, and sustainment of any automated change
management systems.
o Develop and maintain procedures for submitting planned promotion and maintenance
events for | A review prior to accepting event confirmation notices.
0 Develop and maintain procedures for submitting planned promotion and maintenance
events for Performance Monitoring Team review.
0 Manage annual End of the Year and Beginning of the Year change management events.
0 Manage submission and publishing calendar year planned promotion and maintenance
events.
o0 Develop and present change management metric reports and data calls.
Objective:
A. Develop, implement and maintain process flows..
B. Develop, implement and maintain procedures.
C. Develop, implement and maintain policy.
D. Develop, implement and maintain desktop guide
E. Develop and present metric reports.
Deliverables
0025 - Change Management Process Flow
0026 - Change Management Procedure
0027 - Change Management Policy
0028 - Change Management Desktop Guide
0029 - Change Management Metric Reports
3.4.3  Configuration Management (CfM)

Overview: Configuration management involves managing and providing oversight for all
hardware and software installations, functional changes, upgrades, sustainment, and disposals.

Work Description: The Contractor shall perform the following tasks:

0 Provide oversight for NITC configuration management.

0  Develop and maintain CfM plans and guides in support of hardware and software
installations, functional changes, upgrades, sustainment, and disposals.

0 Manage the development, implementation, and sustainment of a configuration
management database.

o Coordinate and manage daily (weekday and weekend) configuration management
activities.

o Develop policies and procedures for business systems’ software, hardware, and device
configuration baselines.

o Develop and maintain Microsoft Visio diagrams for business systems’ software,
hardware, and device configurations.

o Develop CfM closeout process flow, procedure and policy for Central Design Activity
(CDA) and NAVFAC Application Service Provider (N ASP) events.

0 Develop and present CfM metric reports and data calls.

Obijective:

A. Develop, implement and maintain process flows..
B. Develop, implement and maintain procedures.
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C. Develop, implement and maintain policy.

D. Develop, implement and maintain desktop guide

E. Develop and present metric reports.

F. Develop and maintain configuration diagrams for each Business System.
Deliverables

0030 - Configuration Management Process Flow

0031 - Configuration Management Procedure

0032 - Configuration Management Policy

0033 - Configuration Management Desktop Guide

0034 - Configuration Management Metric Reports

0035 - Configuration Management Diagrams for each systems
3.4.4  Quality Assurance

Overview: Quality Assurance is responsible for providing verification, validation, audits, and
reporting services.

Work Description: The Contractor shall perform the following tasks:

o Provide verification, validation, audit and reporting services.
o0 Develop, implement, and sustain quality assurance SOPs.
o Develop, implement, and sustain automated and manual IT systems’ availability,
functional and performance plans and test scripts.
0 Prepare metric reports for IT systems’ availability, functional, optimization, performance
and personnel work performance.
o0 Consult with customers to develop and refine quality assurance requirements.
o0 Evaluate the feasibility of proposed new IT quality assurance projects.
o Evaluate and recommend adoption of new approaches to IT quality assurance services.
o0 Plan and execute complex, ad hoc quality assurance assignment and develop new
methods, approaches, and procedures.
Objective:
A. Develop, implement and maintain process flows..
B. Develop, implement and maintain procedures.
C. Develop, implement and maintain policy.
D. Develop, implement and maintain desktop guide
E. Develop and present metric reports.
Deliverables

0036 - Quality Assurance Process Flows
0037 - Quality Assurance Procedures
0038 - Quality Assurance Policys

0039 - Quality Assurance Desktop Guide
0040 - Quality Assurance Metric Reports
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3.4.5 Portfolio Management

Overview: Portfolio Management is the centralized management of the portfolio of projects. This
includes identifying, prioritizing, authorizing, managing, and controlling projects, programs, and
other related work to achieve specific strategic business objectives.

The DON CIO has implemented business processes to ensure that Navy IT assets are efficiently
managed and aligned with the warfighter priorities. The Navy has established Functional Area
Managers (FAM) to execute the responsibility of directing migration, consolidation or retirement
of applications and databases. The Department of the Navy Application and Database
Management System (DADMS) is the authoritative data source for DON application and database
portfolio management. The tool for managing the NAVFAC portfolio is the NAVAFAC
Information Technology Enterprise Portal (NITEP).

Work Description: The Contractor shall perform the following tasks:

0 Maintain application portfolio inventory utilizing Navy and NAVFAC tools (DADMS,
NITEP, and ISF Tools). The NAVFAC Portfolio Team must administer NAVFAC data
in three databases, keeping information aligned in each for approximately 350 active
applications or systems.

0 Support application portfolio management implementation policy using Navy and
NAVFAC guidance and direction and Navy FAM policy including implementing
Logistics FAM’s Portfolio Manager Concept of Operation.

o0 Perform analysis, demonstrations, and lead briefings to market and promote portfolio
initiatives. Represent NAVFAC in a variety of meetings with other Navy and DoD
organizations. Assist in collecting, tracking, and updating metric information and brief
preparation.

o Perform portfolio change management involving research and abbreviated business case
analyses for IT investment requests using templates to determine if request supports the
portfolio. The support includes aiding those with the portfolio subsections delegated to
the responsible business and support owners.

0 Assist in data collection and tracking of individual application testing and certification.
Coordinate rationalization, approval, and testing of business applications.

o Provide support to answer questions and service requests. Requests for information and
assistance come from subordinate activities, FAMs, Umbrella managers, and other Navy
command organizations. Duties require a great deal of flexibility and coordination with
the virtual team members.

o0 Develop and maintain portfolio management SOPs for new acquisition, upgrade,
sustainment, decommission, and disposal of software and hardware.

o Develop and maintain process flow, baselines, procedures, and policies for management
of software media, downloaded software, and software source code and configuration
files.

o0 Manage and monitor software licensing, including initial purchase and upgrades, and
report on technical support contract expirations and end of lifecycle dates.

o Develop and maintain process flow, baselines, procedures, and policies for management
of servers, storage, and network devices.

o0 Monitor and report hardware maintenance contract expirations and end of lifecycle dates.

o Develop and present portfolio management metric reports and data calls.

Obijective:

Develop, implement and maintain process flows..
Develop, implement and maintain procedures.
Develop, implement and maintain policy.
Develop, implement and maintain desktop guide
Develop and present metric reports.

moow>
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F. Develop and maintain software media baselines.
G. Develop and maintain software license baselines.
H. Develop and maintain server baselines.

I. Develop and maintain network device baselines.
Deliverables

0041 - Portfolio Management process flows

0042 - Portfolio Management procedures

0043 - Portfolio Management policys

0044 - Portfolio Management desktop guide

0045 - Portfolio Management metric reports

0046 - Software Media baselines

0047 - Software License baselines

0048 - Server baselines

0049 - Network Device baselines

3.4.6  Information Technology Infrastructure Library (ITIL)

Overview: NITC has developed a roadmap for adopting the Information ITIL framework. NITC
requires support and services to help guide the organization in implementing and developing new
ITIL processes and functions.

Work Description: The Contractor shall perform the following tasks:

0 Manage the Information Technology Infrastructure Library:

0 Serve as the ITIL subject matter expert to the organization.

0 Provide expert guidance to process owners in developing and maintaining each specific
process area.

o Coordinate between process owners to ensure interdependencies align with the ITIL
framework.

o Facilitate process development meetings, provide informal ITIL awareness sessions, and
give feedback assistance in the development of ITIL processes.

0 Provide guidance on metric tracking and reporting.

0 Generate and present progress reports.

o Conduct awareness training sessions to improve knowledge of the ITIL framework, give
general advice on adopting the framework, provide references for additional research and
give general feedback on existing efforts.

Objective

oo w>»

Develop, implement and sustain standard operating procedures.
Develop, implement and sustain desktop guides.

Develop and maintain hardware and software baselines.
Develop and present metric reports
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End-to-End (E2E) Performance Management Support

End-to-End Performance Management

Overview: End-to-End performance management is essential to optimizing the utilization of
NAVFAC’s system resources. Proper management involves measuring current capabilities,
recognizing trends, and making appropriate adjustments to satisfy user and management
requirements.

This task involves analytical, technical, system administration and management support for the
planning, implementation, documentation and administration of the Network End-to-End
Performance Management function.

Work Description: The Contractor shall perform the following tasks:

(o}
(o}

Support network E2E management using Navy and NAVFAC guidance and direction.
Perform research and analysis to formulate specific application response time targets
along with validated industry benchmark comparisons. This includes analyzing and
interpreting measurements and metrics collected and rendered by the government’s
monitoring toolset, the Hewlett-Packard Business Technology Optimization suite.
Provide technical and administrative support for network and application service provider
monitoring tools. This includes performing upgrades of current software environment to
latest approved versions with follow on tuning to ensure optimal performance. Upgrades
should be performed with minimal downtime and with assured historical data retention.
Implement basic and advanced application and business process monitoring templates as
appropriate.

Research and establish notification alerts for monitored applications to notify NITC
OPSWATCH, NITC Technical support personnel, and NMCI support and operations
personnel of the need for inspection and possible corrective action on system
measurement and optimization components.

Utilize data provided by the government’s monitoring toolset, the Hewlett-Packard
Business Technology Optimization suite, to develop reports regarding system availability
and performance of monitored NAVFAC business applications.

Provide support to answer questions and service requests for information. Such requests
come from subordinate NAVFAC activities as well as other Navy command
organizations.

Assist in collecting, tracking, updating and rendering metrics information regarding
availability and E2E performance of business applications. Using current BPM scripts
and BPM data, develop Business Availability Center (BAC) views and reports for system
availability and performance of hosted business systems.

Perform analysis, demonstrations, and lead briefings to market and promote network E2E
initiatives. This includes representing NAVFAC in a variety of meetings with other
Navy and DoD organizations.

Objective
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3.6 Project Management

3.6.1 Project Management and Planning

Overview: Throughout the life of this task order, project management support is needed to ensure
the successful and timely completion of all tasks and deliverables.

The schedules for this task order will be maintained and stored electronically in the government
provided solution.

Work Description: The Contractor shall perform the following tasks:

o0 Create, maintain, and submit a weekly Microsoft Project schedule to the Government on
all projects, using work breakdown structure. The schedule will include a report that
provides a status at an agreed upon task level, noteworthy accomplishments, and
challenges that need attention.

o0 Create and maintain an Execution Plan (EP) based on the input from the CDA, NASP,
Operations, development team, and user community upon receipt of a work request. The
EP will be broken out in a manner that facilitates tracking of the various Microsoft
Project components and shall include near term (current six-month period), medium-term
(six to 12 months), and long-term (one to three years) objective and timelines. The EP
shall include functional and technical objectives.

Objective

A. Create and maintain a Microsoft Project Schedule and Execution Plan.
Deliverable

0054 - POA&M

3.6.2  Status Reports and Meetings

Overview: The Contractor shall provide, on an ongoing basis, project management information
via status reports and/or meetings.

All meetings and reviews shall be held either at the Ordering Officer, the Contractor’s office, or at
any other location as specified by the Ordering Officer within the geographic locations identified
in the task order.

Work Description: The Contractor shall perform the following tasks:

o Participate in monthly Task Review meetings with the Government Application Project
Lead to discuss the required Monthly Financial Summary Report and Monthly Summary
Report.

0 Provide a comprehensive status briefing of this task order to the NAVFAC CIO, NITC
management, and other parties at a minimum of four (4) times per year. Draft
presentations shall be provided to the Government ten (10) business days prior to the start
of the meeting. The Government will review and provide comments within five (5)
business days after receipt of draft presentation. Final presentations shall be posted to the
NAVFAC Portal in the appropriate location one (1) business day prior to the start of the
meeting.

0 Provide analytical and technical support to various Configuration Control Boards (CCBs)
that support each major functional area or Information System. The Contractor shall
attend the CCBs and collect discussion data points and action items and provide written
documentation covering these discussions to the Task Order Manager (TOM) five (5)
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business days after each meeting. The Contractor shall also be required to give
presentations at the CCB meetings and to lead discussions.

Objective

A. Provide burn rate chart to government.

B. Attend scheduled Task Review Meetings.

C. Provide draft and final meeting materials and presentation.

Deliverable
0055 - Bi-weekly Budget and Burn Rate Report
0056 - Monthly Financial Report

3.6.3  Program Oversight

Overview: Program and contract management requires day-to-day oversight of contracts and
performs tasks such as reviewing and approving deliverables and invoices.

Work Description: The Contractor shall perform the following tasks:

0 Generate, maintain, and submit electronic, bi-weekly charts that provide information on
current and projected cumulative costs, labor hours, expended and projected percentage
of work accomplished, and other metrics plotted against time. The Contractor shall
include supporting detail information in spreadsheet format.

0 Submit to Government inspections upon receipt of deliverables. In the absence of a
formal agreement, the Government will complete the review of draft deliverables within
five (5) business days of receipt and will complete the review and acceptance (or
rejection) of final deliverables within 10 business days of receipt.

o0 Provide monthly cost and execution reports. Cost reports at the task level must be
provided in spreadsheet format.

Obijective
A. Provide accurate and timely monthy invoices to the government on.

Deliverable
0057 - Month Invoice
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3.7 Performance Requirements Summary Matrix
Item Performance Objective Performance Standard and Methods of Performance
Acceptable Quality Level (AQL) Assessment
3.1.1 Incident Management Support
3.1.1.A | Provide courteous, The ratio of Operations Watch Government review of
efficient and timely customer service complaints to the | tickets along with
responses to all total tickets handled cannot exceed | feedback from users.
customers. 3%,
3.1.1.B | Receive, analyze, resolve, | Issues defined as incidents will be Government review of
escalate, and coordinate | reviewed by a government tickets, feedback from
the resolution of user representative for timely responses, | NITC application
ISSues and adherence to documented ticket | managers and NAVFAC
management practices. Outstanding | users.
incidents that have not been
resolved within a reasonable amount
of time will be the prime candidates
for review.
3.1.1.C | Document user and No less than 95% of all incident Government review of
facility issues in the reports reviewed should contain trouble tickets.
tracking system. complete detailed information about
customer contact information, end-
user symptoms, end-user account
information (if applicable), and
application info (if applicable).
3.1.1.D | Provide metrics relating Information accurately reflects the Government review.
to the quantity, category, | status of issues and is provided in
status and resolutionof | accordance with agreed upon
. formats and timeframes.
3.1.2 Process Monitoring Support
3.1.2.A | Insure issues are Issues are acknowledged and acted | Government review of
acknowledged, logged, on in a timely manner, as defined by | trouble tickets and
and actedoninatimely | the procedures set forth for each management feedback.
manner, as defined by the monitoring system.
procedures set forth for
each monitoring system.
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3.1.2.B Review and maintain
NITC Operations Watch

procedures

In conjunction with a designated
government representative,
Operations Watch will review,
update, and maintain external
(clarify procedure covered)
procedures on a quarterly basis. As
proof of acceptable quality, both the
Operations Watch lead and the
government representative will
formally acknowledge or sign for
the successful completion of a
procedure review or update.

Random review of team
procedures and feedback
from NITC application
managers and NAVFAC
users.

3.1.3 Event/Incident Notification Sup

ort

3.1.3.A | Document operational In conjunction with designated Government review by
status, application and government representative, IV&YV event coordinator
facility issues and share | Operations Watch will review, for possible anomalies.
information as required 0 | ;n4ate and maintain procedures on a
NLAVIRAE IEEE T consistent and regular basis.
management

3.1.3.B | Provide reports and Information shall accurately reflect | Government review of
metrics to NAVFAC the status of issues and be provided | IV&YV event feedback
management regarding in accordance with agreed upon and possible anomalies.
operational status and formats and timeframes
support issues.

3.1.3.C | Communicate and In conjunction with a designated Government review.

coordinate with
NAVFAC CIO Help
Desks across NAVFAC
organizations worldwide
and provide standard
operating procedures and
policies for use by the
NAVFAC Help Desk
community

government representative, review,
update and maintain procedures on a
quarterly basis.

3.1.4 Inventory and Asset Control Su

port

3.1.4.A | Provide video Video conferencing support and Government Review
conferencing support requests will be tacked using the
arrangements via support ticketing system (STS).
ticketing system process
and direct audio
conferencing support.
3.1.4B | All data center hardware | All assets in DPAS should be Government Review
and assets are secured accounted for in periodic physical
and accounted forinthe | jnventory and reporting.
DPAS.
3.1.4.C | Destruction and removal | All assets removed and destroyed Government Review
of equipment shall be should be updated in DPAS and
done in accordance with | records should be managed based on
federal, state, localand | pop gujdelines. Periodic reports
DD G EhiEE, should be produced.
3.1.4.D | Maintain and update All processes and procedures should | Government Review

processes and procedures
for managing inventory.

be reviewed periodically and
maintained in a central location.
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3.14.E | Staff must have access

to DPAS system

Training and Account required.

Government Review

3.1.5 Facility Management and Physical Security Support

3.1.5.A | Provide support in Defending against unauthorized access | Government Review
maintaining building to facility and its assets, systems,
entry system, security networks, and data. Eliminate or
alarms, surveillance minimize issues relating to the facility
equipment and and its equipment.
monitoring.
3.15.B Provide support in Assist in defending against Government Review

developing and granting
appropriate entry to NITC
facility and access to
assets including hardware
and software.

unauthorized access to the facility and
its assets, systems, networks, and data.

Perform walk-through and checks for
such things as jarred doors and open
windows after normal business hours.

3.1.6 Office and Reception Duties

3.1.6.A | Greet visitors and provide Government Review
directions and guidance | Calls and visitors should be directed
to VariOUS |Ocati0nS in the to requested Iocations and
facility and provide personnel.
information about the
facility and personnel to
authorized guests
3.1.6.B | Insure visitors are easily | Visitors should be identified, Government Review

identifiable.

assigned visitor badges, and logged
(Data Center)

3.2 Local Operations Support and Hel

Desk

3.2.A Provide operations Operational tasks are completed on Government review.
support. time.

3.2.B Provide S&T seat Systems are reliable, compatible and Government review.
configuration interoperable. 98% of tasks are
management. completed within 3 business days.

3.2.C Insure calls are answered | Calls are answered within 30 seconds or | Government review of
promptly by a voice mail can be left. Calls shall be operations along with
operations/help desk returned within 1 hour of receipt. feedback from users.
personnel.

32D Time to resolve user 95% of calls received are resolved Government review of call
problems or answer within 1 business day. activity logs.
question is as short as
possible.

3.2.E Operations/help desk No more than 2 complaints are received | Government review of
personnel are courteous per month regarding courtesy and/or trouble tickets along with
and efficient. lost/late messages. All e-mails and feedback from users.

voice mails are responded.

3.2.F Maintain operations/help | Documentation is current and accurate. | Government review.

desk documentation.

3.2.1 Navy Marine Corps Intranet (NMCI) Continuity of Service Contract (COSC) Support
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3.2.1.A | Support and monitor All requests received will be Customer feedback.
MACs at an enterprise acknowledged within 4 working hours.
level. Status/updates will be logged within 3 Government review of
business days of receipt. status/updates.
No more than 2 valid complaints about
the service per month. No more than
10% logged late.
3.2.1.B | Provide MAC projections | Monthly report submitted no later than | Government review.
for current and out year 6 business days after the end of a
requirements. month.
No more than 15% reports received late.
3.2.1.C | Setup and maintain new All requests acknowledged within 4 Government review.

service request
management groups.

working hours. Updates will be posted
within 1 business day of notification of
completion.

No more than 2 complaints in a month.

No more than 10% of updates posted
late.

3.2.2 Cyber Asset Reduction and Security (CARS) Support

3.2.2.A

Migration solutions
identified.

Conduct scheduled bi-weekly meeting
with each NAVFAC COSC/ONE-NET
transitioning activity to refine and track
CARS Case execution plan solutions, or
identify new, alternate, or backup
solutions for functionality migration.
Bi-weekly meetings documented within
5 business days. Issue papers with
recommended migration solution
developed within 10 business days

Periodic (weekly/bi-weekly)
CARS teleconferences with
NAVFAC CARS POC, and
review of monthly CARS
issues/execution status
reports for NAVFAC
enterprise and individual
NAVFAC activities.

3.3.1 Information Assurance Certification and Accreditation (C&A) Support

3.3.1.A | Implement and Attendance required at related meetings and | Government Review
coordinate 1A C&A collaboration with CDA/NASP to ensure
business processes. timeliness. Efforts reported weekly.
3.3.1.B | Prepare and coordinate DIACAP requirements are completed within | Government Review
the efforts associated with | two days of requirement approval with less
completing C&A than 10% rework.
documents in support of
applications and hosting
environments.
3.3.1.C Ensure C&A documents Packages updates are coordinated with Government Review

are updated as changes
are implemented.

system owners/liaisons and completed
within 30 days of any change.

3.3.2 Information Assurance Compliance and Audit Support

3.3.2.A

Implement and
coordinate 1A compliance
business processes.

Compliance Status reports submitted for
review within one day of agreed upon
completion with less than 10% rework.

Government review
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3.3.2B Prepare and coordinate Attendance required at related meetings and | Government review
the efforts associated with | collaboration with the NASP to ensure
IA compliance compliance. Efforts reported weekly.
determinations for all
business systems.

3.3.2.C | Ensure IA compliance is | Manages master compliance documents and | Government review
maintained and DIACAP POA&M and individual
documented. Information System POA&Ms.

3.3.2.D | Manage server scan Ensures 100% of required scans, SRRs, and | Government review
results and checklists are completed on a timely basis
vulnerabilities. and stores electronically.

3.3.2.E | Perform periodic IA Compliance Status and audit result reports Government review

compliance auditing,
ensuring results are
documented and reported
within two (2) business
days.

submitted for review within two business
days of agreed upon completion. Efforts
reported quarterly.

3.3.3 Information Assurance Continuity and Recovery Planning Support

3.3.3.A Develop and maintain Master Continuity, Contingency, and Government Review
Business Recovery Recovery processes, including Alternate-Site
processes documentation. | recovery documents, are accurate and
complete. Submitted for review within two
days of agreed upon completion with less
than 10% rework.
3.3.3B Manage project efforts Attendance required at related meetings and | Government Review
for full implementation of collaboration to ensure compliance.
an Alternate Site facility Coordinates efforts and ensures project
in collaboration with the stays on track through frequent
NASP technical project correspondence with all involved parties.
manager. Efforts reported weekly.
3.3.3.C Develop and maintain Ensure all NITC hosted applications are Government Review
processes related to maintain compliance with reporting dates
Recovery execution. and contain accurate and up-to-date
recovery procedures.
3.3.3.D Perform annual Lead annual contingency testing and Government Review
Contingency and Incident | provide documentation compliant with
Reponses (CIR) tests and | DIACAP process requirements.
report results.
3.3.3.E | Provide business Studies, recommendations Government Review

Recovery solution
recommendations.

and reports are accurate,

complete, and provided as

requested 100% of the time for government
review.

3.3.4 Information Assurance Certification and Accreditation Technical Writing Support

3.34.A Provide technical writing | Contractor provides technical documentsto | Government Review
support for NAVFAC IA | the Government five calendar days prior to
and C&A documentation. | final document due dates as assigned for
review and approval, with less than 10%
rework. Once approved, final documents
will be provided in electronic format.
3.3.4.B | Develop weekly IA status | Provide metric-based reports including Government Review

reports to track 1A and
C&A metrics.

project statuses and timelines weekly.
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3.3.5 Information Assurance Security Technical Implementation Guide (STIG)

3.3.5.A | Implement and Documentation is accurate, complete Government review and
coordinate STIG and provided on time. feedback.
compliance business
processes.
3.3.5.B | Prepare and coordinate Documentation is accurate, complete Government review.
the efforts associated with | and provided on time.
STIG compliance
determinations in support
of applications and
hosting environments.
3.3.5.C | Ensure STIG compliance | STIGs are implemented or mitigation Government review.
is maintained and plans developed.
documented.
3.3.5.D | Manage server scans. Server scans are completed and results Government review.
published on time.
3.4.1 Data and Document Management
3.4.1.A | Develop, implement and | Draft Versions submitted for review 2 Government Review.
maintain process flows. weeks after request. Final Versions for
review 2 weeks after draft is approved.
3.4.1.B | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain procedures. weeks after request. Final Versions for
review 2 weeks after draft is approved.
3.4.1.C | Develop, implementand | Draft VVersions submitted for review 2 Government Review.
maintain policy. weeks after request. Final Versions for
review 2 weeks after draft is approved.
3.4.1.D | Develop, implement and | Draft VVersions submitted for review 1 Government Review.
maintain desktop guide. month after request. Final Versions for
review 1 month after draft is approved.
34.1E Develop and present Draft Versions submitted for review 1 Government Review.
metric reports. week after request. Final Versions for
review 1 week draft is approved.
3.4.2 Change Management
3.4.2.A | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain process flows. weeks after request. Final Versions for
review 2 weeks after draft is approved.
3.4.2.B | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain procedures. weeks after request. Final Versions for
review 2 weeks after draft is approved.
3.4.2.C | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain policy. weeks after request. Final Versions for
review 2 weeks after draft is approved.
3.4.2.D | Develop, implement and | Draft VVersions submitted for review 1 Government Review.
maintain desktop guide. month after request. Final Versions for
review 1 month after draft is approved.
34.2E Develop and present Draft Versions submitted for review 1 Government Review.
metric reports. week after request. Final Versions for
review 1 week draft is approved.
3.4.3 Configuration Management (CfM)
3.4.3.A | Develop, implement and | Draft VVersions submitted for review 2 Government Review.
maintain process flows. weeks after request. Final Versions for
review 2 weeks after draft is approved.
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3.4.3.B | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain procedures. weeks after request. Final Versions for
review 2 weeks after draft is approved.
3.4.3.C | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain policy. weeks after request. Final Versions for
review 2 weeks after draft is approved.
3.4.3.D | Develop, implement and | Draft VVersions submitted for review 1 Government Review.
maintain desktop guide. month after request. Final Versions for
review 1 month after draft is approved.
34.3E Develop and present Draft Versions submitted for review 1 Government Review.
metric reports. week after request. Final Versions for
review 1 week draft is approved.
3.4.3F Develop and maintain Draft Versions submitted for review 1 Government Review.

configuration diagrams
for each Business
System.

week after request. Final VVersions for
review 1 week draft is approved. The
35-40 final version of diagrams should
be complete in 70-80 weeks.

3.4.4 Quality Assurance

3.4.4.A | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain process flows. weeks after request. Final Versions for
review 2 weeks after draft is approved.

3.4.4.B | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain procedures. weeks after request. Final Versions for
review 2 weeks after draft is approved.

3.4.4.C | Develop, implementand | Draft Versions submitted for review 2 Government Review.
maintain policy. weeks after request. Final Versions for
review 2 weeks after draft is approved.

3.4.4.D | Develop, implement and | Draft VVersions submitted for review 1 Government Review.
maintain desktop guide. month after request. Final Versions for
review 1 month after draft is approved.

344E Develop and present Draft Versions submitted for review 1 Government Review.

metric reports.

week after request. Final Versions for
review 1 week draft is approved.

3.4.4 Portfolio Management

Develop, implement and
maintain process flows.

Draft Versions submitted for review 2
weeks after request. Final Versions for
review 2 weeks after draft is approved.

Government Review.

Develop, implement and
maintain procedures.

Draft Versions submitted for review 2
weeks after request. Final Versions for
review 2 weeks after draft is approved.

Government Review.

Develop, implement and
maintain policy.

Draft Versions submitted for review 2
weeks after request. Final Versions for
review 2 weeks after draft is approved.

Government Review.

Develop, implement and
maintain desktop guide.

Draft Versions submitted for review 1
month after request. Final Versions for
review 1 month after draft is approved.

Government Review.

Develop and present
metric reports.

Draft Versions submitted for review 1
week after request. Final Versions for
review 1 week draft is approved.

Government Review.

Develop and maintain

software media baselines.

Baseline should be completed 3-4
weeks after request. Baselines should be
updated and submitted for QA review
bi-weekly.

Government Review.
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Develop and maintain
software license
baselines.

Baseline should be completed 3-4
weeks after request. Baselines should be
updated and submitted for QA review
bi-weekly.

Government Review.

Develop and maintain
server baselines.

Baseline should be completed 3-4
weeks after request. Baselines should be
updated and submitted for QA review
bi-weekly.

Government Review.

Develop and maintain
network device baselines.

Baseline should be completed 3-4
weeks after request. Baselines should be
updated and submitted for QA review
bi-weekly.

Government Review.

3.4.4 Information Technology Infrastr

ucture Library (ITIL)

3.4.4.A | Develop and present Draft Versions submitted for review 2 Government Review.
configuration weeks after request. Final Versions for
management project review 2 weeks after draft is approved.
plans and requirements
documents.
3.4.4.B | Develop and present Draft Versions submitted for review 2 Government Review.
change management weeks after request. Final Versions for
project plans and review 2 weeks after draft is approved.
requirements documents.
3.4.4.C | Develop and present Draft Versions submitted for review 2 Government Review.
release management weeks after request. Final Versions for
project plans and review 2 weeks after draft is approved.
requirements documents.
3.4.4.D | Develop and present ITIL | Draft VVersions submitted for review 1 Government Review.

based metric reports.

week after request. Final Versions for
review 1 week draft is approved.

3.5.1 End-to-End Performance Manag

ement

3.6.1 Project Management and Planning

Create and maintain a
Microsoft Project
Schedule and Execution
Plan.

3.6.1.A

Provide POA&M to Work Requestor 2
days prior to schedule project review
dates.

Government Review

3.6.2 Status Reports and Meetings

3.6.2.A | Provide burn rate chart to | Provide monthly burn rates charts to Government receives
government government. accurate reports on time.
3.6.2.B | Attend scheduled Task Contractor provides draft presentations | Government review and

Review Meetings.

to the Government 5 calendar days prior
to the start of the meeting. Final
presentations shall be due in electronic
format, 2 calendar days prior to the start
of the meeting.

acceptance of contractor
provided draft and final
copies of meeting materials
and presentations.
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3.6.2.C

Provide draft and final
meeting materials and
presentation.

Facilitate monthly and quarterly
Contract Status reviews with
government representatives. Prepares
and perform PowerPoint presentation
during monthly and quarterly Contract
Status Reviews.

Government review and
acceptance of contractor
provided draft and final
copies of meeting materials
and presentations.

3.6.3 Program Oversight

3.6.3.A

Provide accurate and
timelymonthy invoices to
the government on.

Monthly Invoices are timely and
accurate

Government review
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3.8 Deliverables

Item Deliverable Format Date Required

3.1.1 | AO001 - User Issues Metrics

0002 - Up-to-date NITC Operations Watch
3.1.2
Procedure

3.1.3 | 0003 - OperationS status report

3.1.4 | 0004 - Up-to-date asset inventory in DPAS

3.1.5

3.1.6 | 0005 - Completed Visitors Log

39 0006 - Up-to-date Operations & HelpDesk
' procedures

3.2.1 | 0007 - MAC List (current and projected)

3.3.1 | 0008 - Fully maintained C&A documents

3.3.1 | 0009 - Up-to-date IA C&A business processes

332 0010 - Up-to-date IA compliance business
o processes

3.3.2 | 0011 - IA Compliance Audit Reports

0012 - IA Scan Results and Vulnerabilities
3.3.2
Reports

3.3.3 | 0013 - Business Recovery Process Document

3.3.3 | 0014 - Business Recovery Testing Plan

333 0015 - Annual Contingency and Incident
- Reponses (CIR) Test Reports

3.3.4 | 0016 - Completed IA and C&A Packages

3.3.4 | 0017 - Weekly IA & C&A Tracking Reports

3.3.5 | 0018 - STIG Compliance Documentation

335 0019 - Security Scan Results and Actions stored
- in central repository

3.4.1 | 0020 - Document Management Process Flow

3.4.1 | 0021 - Document Management Procedure

3.4.1 | 0022 - Document Management Policy

3.4.1 | 0023 - Document Management Desktop Guide

3.4.1 | 0024 - Document Management Metric Reports

3.4.2 | 0025 - Change Management Process Flow

3.4.2 | 0026 - Change Management Procedure

3.4.2 | 0027 - Change Management Policy

3.4.2 | 0028 - Change Management Desktop Guide

3.4.2 | 0029 - Change Management Metric Reports

3.4.3 | 0030 - Configuration Management Process Flow

3.4.3 | 0031 - Configuration Management Procedure

3.4.3 | 0032 - Configuration Management Policy

0033 - Configuration Management Desktop

3.4.3 .
Guide
0034 - Configuration Management Metric
3.4.3
Reports
343 0035 - Configuration Management Diagrams for

each systems

3.4.4 | 0036 - Quality Assurance Process Flows

3.4.4 | 0037 - Quality Assurance Procedures

3.4.4 | 0038 - Quality Assurance Policys

3.4.4 | 0039 - Quality Assurance Desktop Guide

3.4.4 | 0040 - Quality Assurance Metric Reports

3.4.5 | 0041 - Portfolio Management process flows
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3.4.5 0042 - Portfolio Management procedures
3.4.5 0043 - Portfolio Management policys
3.4.5 0044 - Portfolio Management desktop guide
3.4.5 0045 - Portfolio Management metric reports
3.4.5 0046 - Software Media baselines
3.4.5 0047 - Software License baselines
3.4.5 0048 - Server baselines
3.4.5 0049 - Network Device baselines
3.4.6 0050 - Configuration Management Project Plan
and Requirements Documents
3.4.6 0051 - Change Management Project Plan and
Requirements Documents
3.4.6 0052 - Release Management Project Plan and
Requirements Documents
3.4.6 0053 - ITIL Based Metric Reporting Template
3.6.1 0054 - POA&M MS Project As Needed
3.6.2 0055 - Bi-Weekly Budget and Burn Rate Report | Powerpoint Bi-Weekly
3.6.2 0056 - Monthly Financial Report Powerpoint Monthly
3.6.3 0057 - Monthly Invoice Monthly
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4. Quality Planning, Control And Assurance

Quality Assurance Surveillance Plan (QASP):

The quality assurance surveillance plan (QASP) outlines the framework and methods that will be
utilized to provide surveillance and review of the Contractor’s fulfillment of contract acceptance
criteria and other contract standards, including its quality control plan execution. The Government
shall develop the QASP and evaluate Contractor performance based on this framework. The
Government will evaluate the overall project performance on a regular basis to provide confidence
that the project will satisfy the relevant quality standards. The system shall be applicable to all
subcontractors and members of the contractor’s team, if appropriate.

Quality Control Plan (QC):

T he Contractor shall monitor the specific project results to determine that they comply with
relevant quality standards and identify ways to eliminate causes of unsatisfactory performance
through utilization of its Quality Control (QC) plan based on Project Management Institute (PMI)
best practices.

The Contractor shall address the quality control planning, execution and tracking to be utilized to
assure compliance with task order performance standards. The Contractor shall provide its quality
control program in its technical proposal.

The contractor shall develop, implement and maintain a quality assurance program. The system
shall included inspection, validation, evaluation, corrective action and procedures necessary to
effect quality control of all performance and products under the contract. The system shall allow
inspection and evaluation by the government.

5. Government Furnished Information, Services, And Equipment

Information:

The Government will make available relevant standards, functional statements, technical manuals,
computer systems guides, reference material, regulations, instructions, and operational procedures
necessary to accomplish this task order.

Equipment and Facilities:

The Government will furnish the necessary facility requirements to maintain an office environment,
including a workspace, furnishings, fax and telephone services, document reproduction capabilities,
and other items necessary to maintain an office environment.

The Government will provide the required number of software licenses necessary to accomplish this
task order when support effort is required to be in government spaces on government-provided NMCI
workstations. At the completion of these tasks, all software and customized computer code shall be
surrendered to the Government.

The Government will provide remote access to NAVFAC Information Systems to accomplish
assigned work covered in this task order when support effort is not required to be on-site in
government spaces.

The Government will provide hand held equipment, as required, to accomplish assigned work covered
by this task order.
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Utilities:

All utilities in NAVFAC facilities will be available for the Contractor’s use in performance of duties
as outlined in this PWS. The Contractor shall instruct employees in utilities conservation practices.
The contractor shall be responsible for operating under conditions that preclude the waste of utilities.
Access:

The Government shall provide necessary computer resources required to perform assigned tasks,
including NMCI workstations, access to terminals, printers, software, data, network resources, etc.

The Government will provide Government Common Access Cards (CAC).

6. Contractor Furnished Information, Services, And Equipment

The Contractor shall provide technical support as needed to meet the requirements of the task order as
it pertains to facilities, supplies, and services.

Contractor is responsible for obtaining Card Readers and Software to be utilized with the Government
furnished CAC Cards on non-NMCI workstations.

Compliance with current and future DoD, DON, CYBERCOM, NNWC, NMCI, NAVFAC, and local
guidance and directives is required for all Contractor workstations connecting remotely to NAVFAC
networks or Information Systems.

Contractor shall be responsible for reproduction and shipping charges for training manuals.

Contractors traveling overseas shall be required to provide passports.

7. Other Information/Period Of Performance/Travel/ Points Of Contact

7.1 Hours of Work:

Hours of work shall vary based on the task being performed, but will generally conform to the
NAVFAC business core-hours of 0600-1800. Certain tasks may require work and travel after normal
business hours, including evenings, weekends, and holidays.

Actual hours of work will be agreed upon task order start up.

7.2 Period of Performance:

This task order period of performance shall be for one (1) base year and two (2) one-year options and
is subject to the availability of Government funds. The option years may be exercised when
determined by the Government to be in its best interest and in accordance with applicable acquisition
regulations and policies.

In accordance with FAR 52.217-9, “Option to Extend the Term of the Contract (Mar 2000)”, the
Government may extend the term of the task order by written notice to the Contractor five (5) days
prior to contract expiration provided that the Government gives the Contractor a preliminary written
notice of its intent to extend at least 30 days before the contract expires. The preliminary notice does
not commit the Government to an extension. If the Government exercises this option, the extended
contract shall be considered to include this option clause. The total duration of task order, including
the exercise of any options under this clause, shall not exceed three (3) years.
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7.3 Travel:

The contractor shall perform travel as required in the performance of the contract as stated in
individual task orders. Travel shall consist of CONUS/OCONUS travel, in support of the contract
requirements identified in this task order.

Travel arrangements and costs shall be in accordance with the Joint Federal Travel Regulations.
Before undertaking any travel in performance of this task order, the Contractor shall have the
travel approved, in writing, by the TOM or Navy Technical Representative (NTR). In an urgent
situation, telephonic/verbal approval by the TOM or NTR is acceptable, with the understanding
that the written approval request shall be provided within ten (10) calendar days. Any travel
expenses that are invoiced to the government shall be accompanied with backup or supporting
documents

7.3.1  Air Travel:

To the maximum extent practical, the Contractor shall minimize overall travel costs by taking
advantage of discounted airfare rates available through advance purchase. Charges associated with
itinerary changes and cancellations under nonrefundable airline tickets are reimbursable as long as
the changes are driven by the work requirement.

7.3.2 Non-Reimbursable Travel:

The following travel shall not be reimbursed:
Travel performed for personal convenience or daily travel to and from the designated work site.

7.4 Training:

The Government will not allow costs, nor reimburse costs, associated with the Contractor training
employees in an effort to attain and/or maintain the minimum personnel qualification
requirement(s), nor any specialized certification requirements of this task order.

The following are considered training for the purposes of this clause:

o0 Workshop, Conference, or Symposium attendance,

o |A Workforce certification training, exams, and maintenance events;

0 Any event intended to procure Continuous Learning (CL) points for certification
maintenance.

Contractor attendance at workshops, conferences, or symposiums, and all 1A Workforce
certification training and exams are considered training for purposes of this clause.

7.5 Monthly Status Reports:

The contractor shall submit a monthly status report consisting of an Executive Summary detailing
the major accomplishments, activities, burn rates, and financial status of the previous month.
These reports shall contain an accurate and timely summary account of major accomplishments,
activities, actual and projected burn rates (hours and funds), and the financial status of the
contract.

Reports will be provided to the Work Requestor in Adobe PDF format. Alternate report formatting
may be considered at the discretion of the Work Requestor.
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The Contractor shall submit monthly reports via E-Mail to the Work Requestor no later than five
(5) business days from the first day of the following month.

7.6 Contractor Identification

All Contractor staff shall ensure, to the greatest extent possible, that When participating in
meetings with Government and/or other Contractor employees, ensure that their personnel
properly identify themselves as Contractor employees so that their actions will not be construed as
acts of Government officials.

In accordance with DFARS 211.106, “Contractor employees shall identify themselves as
contractor personnel by introducing themselves or being introduced as contractor personnel and
displaying distinguishing badges or other visible identification for meetings with Government
personnel. All contractor employees shall appropriately identify themselves as contractor
employees in telephone conversations and in formal and informal written correspondence.”

Contractor shall ensure, to the extent practicable, that external correspondence signed by
Contractor employees is on company letterhead. Internal correspondence, including e-mail and
memoranda, must include the name of the company in the signature line or in another clearly
identifiable location. In all contact with the public and Government officials, contractor personnel
shall identify themselves as contractor employees working under contract to NAVFAC.

Contractor shall ensure that their onsite personnel, when receiving or placing telephone calls,
identify their employer, in addition to whatever other appropriate greeting are used.

All Contractor staff working on-site at any of the client installations during task order performance
shall wear at all times a DoD or Contractor furnished Identification.

The Contractor must comply with the implementation of Federal Information Processing
Standards (FIPS) Publication Number 201, Personal Identify Verification of Federal Employees,
and Contractors.

7.7 Intellectual Property:
This task order is funded by the United States Government.

All intellectual property generated and/or delivered pursuant to this task order shall be subject to
appropriate federal acquisition regulations, which entitle the Government to the following:

o Unlimited license rights in technical data and computer software developed exclusively
with Government funds,

0 A nonexclusive license to practice any patentable invention or discovery made during the
performance of this task order, and,

0 A nonexclusive and irrevocable worldwide license to reproduce all works, including
technical and scientific articles, produced during this task order.

All products delivered under this statement of work shall conform to current Department of
Defense (DoD), Department of Navy (DON), and Naval Facilities Engineering Command

(NAVFAC) standards and guidelines. The Navy shall maintain full data rights to all products and
deliverables.

7.8 Transition between Contract and Continuity of Service:
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If a successor contract is awarded prior to the final expiration date of this task order, the
Government may issue task orders to the successor Contractor prior to the expiration date of this
task order.

The Contractor must recognize that services under this task order are vital to the Government and
must be continued without interruption and that upon task order expiration, a successor, either the
Government or another Contractor, may continue such services. The Contractor agrees to exercise
its best efforts and cooperation to effect an orderly and efficient transition.

The Contractor shall not recruit on Government property or otherwise act to disrupt Government
business. Within ten (10) calendar days of a task order award, the Contractor shall inform the
appropriate TOM of incumbent personnel, who will not be placed on the task order.

The Contractor shall have management and administrative support in place to fulfill work
requirements at time of commencement of the task order performance. Addresses, telephone
numbers, and functional responsibilities shall be provided to Ordering Officer and TOM at time of
work initiation.

The Contractor shall provide phase-in, phase-out services, at no additional cost to the
Government, as long as there is any active task order. Appropriate task order management
personnel shall meet with the successor Contractor to coordinate task order transition. Discussions
shall include personnel transition to the successor Contractor, and the transition of task order
specific items such as Government or Contractor furnished supplies, materials, equipment, and
services.

The Contractor shall disclose necessary personnel records (names and phone numbers) to allow
the successor to conduct interviews for possible transition. If selected employees are agreeable to
the change, the incumbent Contractor shall grant release at a mutually agreed date and negotiate
transfer of the employee's earned fringe benefits. The resumes for incumbents must be approved
by the Government prior to assignment to a position.
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Appendices

Appendix A - References and Publications

(a)

(b)

(f)

(g)
(h)
(i)
()
(k)
(1)

DoDI 8510.01, DoD Information Assurance Certification and Accreditation Process (DIACAP),
28 November 2007

Department of the Navy DoD Information Assurance Certification and Accreditation
(DIACAP) Handbook 15 July 2008

C&A Guidance for Automated C&A Scanning and Configuration Tools, 27 July 2009

Naval Telecommunication Directive 08-08, Network Topology Diagram Requirements,
August 2008

Memo from Commander, Space and Naval Warfare Systems Command, Qualification
Standards and Registration Procedures for Navy Validators, 18 March 2010

NIST Special Publication 800-34 Contingency Planning Guide for Information Technology
Systems, June 2002

NIST Special Publication 800-61 Computer Security Incident Handling Guide, March 2008
SECNAVINST 5239.2, Information Assurance Workforce Management, May 2009

DTG R 181430Z MAY 09, Department of the Navy Privacy Impact Assessment (PIA) Guidance
NAVFAC DIACAP Policy, 16 June 2010

New C&A Process Guide, 8 July 2008

DoDI 8500.2, Information Assurance (IA) Implementation, 06 February 2003

(m) DoDI 8570.01-M, Information Assurance Workforce Improvement Program, Change 1, 15

(n)

May 2008

Subchapter Il of Chapter 35 of title 44, United States Code, Federal Information Security
Management Act (FISMA) of 2002
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Tables

Table 01 - Help Desk Support Services and IAT Level Requirements

Service and Support Tasks

Operation Job Scheduling and Maintenance (Tier 1)

Develop, maintain and revise existing operations schedules for daily and
other regularly scheduled data transfers and update jobs. End user access
only.

No cert required

Monitor job schedules and their execution status. End user access only.

No cert required

Operation Job Scheduling and Maintenance (Tier 2)

Modify jobs for data transfer and updates. Privileged administration
access required.

IAT1

VTC and Equipment Pool Support (Tier 2)

Provide technical and operations support for the unclassified Defense
Messaging System (DMS). End user access only.

No cert required

Provide assistance with the scheduling and set-up of Video
Teleconferences (VTC) and Training rooms. Some requests may require
coordination with the enterprise. Provide conference lines for attendees
connecting via telephone.

No cert required

Manage, track and operate a loan pool of equipment for use by traveling
employees or other offsite use.

No cert required

Help Desk/Service Desk Support (Tier 1)

Assist end users with administrative requirements of associated S&T
community of interest (COl), including assistance with forms, software
configuration, licensing and inventory control.

No cert required

Provide general end-user and legacy application Help Desk support,
including requests received via phone, email, walk-up, or submission by an
automated trouble tracking tool. The help desk shall capture
documentation of problems and solutions using NAVFAC software. End
user access only.

No cert required

Track the resolution of user problems, keeping the user informed of
progress. Follow-up with the user after problem resolution to ensure the
solution was satisfactory and complete prior to closing the trouble call.

No cert required

Provide end-user liaison support for accessing network (NMCI) services.

No cert required

Manage distribution lists that are maintained on NMCI.

No cert required

Maintain the Field Help Desk Documentation. This documentation shall
include technical manuals, trouble tracking tool, help desk knowledge base
and standard Field Operations/Help Desk procedures. The Contractor shall
submit changes for review and acceptance by the government.

No cert required

Provide technical and operations support for desktop applications such as
the Microsoft Office products. Privileged administration access not
required.

No cert required

Assist users in tasks that allow for a more efficient operation of their
desktop system. Privileged administration access not required.

No cert required
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Help Desk / Service Desk Support (Tier 2)

Provide technical and operations support for desktop applications such as IAT1
the Microsoft Office products and assist users in tasks that allow for more
efficient operation of their desktop systems. Privileged administration
access required.

Assist with the installation of government owned peripherals devices on IAT1
NMCI workstations. Privileged administration access required.
Provide end-user support, including configuration assistance, for various IAT1

software applications used by the activity. Privileged administration access
required to modify workstation configuration.

Manage Kiosk machines. Coordinate software installation with end users, or | IAT1
install software for end users as required. Assist end users with
administrative requirements of any required forms, software configuration,
software licenses and inventory control. Privileged administration access
required for software installation.

Maintain / modify application databases using privileged administration IAT1
access rights.
Provide Office product application support, including access / excel IAT1

databases, where privileged access rights are used to modify the
configuration, macros or data files of Government owned applications or
systems.

Application support providing backup and restoration of system, database, IAT1
or application on Government owned application, workstation, server or
network

Application Testing of Government owned applications and systems. End
user access only.

Application Testing of Government owned applications and systems. IAT1
Privileged access required to modify application databases or develop and
execute test scripts.

S&T Seat Support (Tier 2)

Provide an NMCI Science and Technology (S&T) configuration manager. IAT1
The S&T CM is responsible for providing configuration support to the end-
user for these workstations. Privileged administration access required to
modify workstations configuration.

Coordinate software installation with end users, or install software for end IAT1
users as required. Privileged administration access required to modify
workstation configuration or install software.
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Attachments

Attachment 01 - Enterprise Business Systems

PLACEHOLDER
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Attachment 02 - Common Operating Environment (COE)

PLACEHOLDER
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Attachment 03 - Non Disclosure Form

PLACEHOLDER
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Attachment 04 - Department of Homeland Security Employment Eligibility Verification, Form 1-9

PLACEHOLDER
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Attachment 05 - Contractor Verification System (CVS)

PLACEHOLDER
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Attachment 06 - System Authorization Access Request Form (SAAR)

PLACEHOLDER
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THIS IS A SOURCES SOUGHT NOTICE. There is no solicitation available at this time.
This Sources Sought Notice is published for market research purposes only. Specialty Center
Acquisitions NAVFAC (SCAN) is seeking qualified 8(a), HUBZONE Small Business, Service
Disabled Veteran Owned Small Business (SDVOSB), and Small Business sources.

The work that may be performed is for non-personal services. NITC requires
unique technical skill sets for support services required by NAVFAC. General
requirements are covered below, and specifics are covered in the attached draft
Statement(s) of Work (SOW).

There are 4 Performance Work Statements being posted in this notice are:

1. Enterprise Business Systems (EBS) Commercial off the Shelf Software
(COTS). (Draft copy)

EBS Non COTS. (Draft copy)

Enterprise Hosting Services (EHS). (Draft copy)

4. Enterprise Operations Support (EOS) (Draft copy)

wn

Secret level security clearances are required for working at some government/military
facilities. The contractor shall provide personnel who meet security requirements. All contractor
employees and subcontractors working on project sites are required to be US citizens in good
standing with clean records. Many locations require all employees working on-site to pass a
background investigation (e.g., check of National Law Enforcement data bases, interviews, etc.)
before being granted site access. The purpose of this synopsis is to identify interested/qualified
small business sources to determine if a set-aside is warranted. The applicable North American
Industry Classification Code (NAICS) is 541519 “Other Computer Related Services with the size
standard of $25 Million Dollars.

For each PWS interested in provide a brief statement of qualifications and capabilities
(not to exceed five (5) pages) is requested at this time. At a minimum, provide the following
information in your submittal: 1) Company name; 2) Company point of contact, including
address, phone and e-mail; 3) Identify the type of entity as registered in the CCR for NAICS
Code 541519. Identify all that apply for the following business sizes: e.g. small business, 8(a),
SDVOSB 4) Statement of qualifications and capabilities to include experience relative to this
procurement, or any other information that clearly demonstrates the respondents capabilities,
expertise and experience to perform the requirements. General marketing material may be
included, but must fall within the (5) page submittal requirement. (6) When responding to the
Sources Sought Notice clearly state which Sources Sought Notice Statement of Work(s) you are
responding to e.g. PWS #3 Enterprise Hosting Services. The Government will neither award a
contract solely on the basis of this Sources Sought Synopsis, nor will it reimburse the respondent
for any costs associated with preparing or submitting a response to this notice. This synopsis
does not constitute a Request for Quotation (RFQ), Request for Proposal (RFP) or an Invitation
for Bid (IFB), nor does this issuance restrict the Government’s acquisition approach. The
Government reserves the right to reject in whole or in part any industry input as a result of this
announcement. The Government recognizes that proprietary data may be a part of your





submittal. If so, clearly mark such restricted or proprietary data and present it as an addendum to
the non-restricted/nonproprietary information. All submittals received will be reviewed for
informational purposes. SCAN reserves the right to independently verify all information
submitted. Interested vendors are encouraged to identify themselves as such at the FedBiz Ops
website for purposes of furthering teaming arrangements and subcontracting opportunities.
Submittals may be made individually or as a prospective team. Joint Ventures (JV) must submit
JV approval from the Small Business Administration. Send submittals to Specialty Center
Acquisitions NAVFAC, ATTN: Scott Koslow, 1100 23rd Avenue, Code AQO1, Port Hueneme,
CA 93043-4347, or via email to scott.koslow@navy.mil. Telephone responses and inquiries will
not be accepted. Submittals are requested by September 24, 2011. The reference number is
N6258311NEITS.





